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Abstract

Twilight, an interactive multi-touch graph visualization research tool jointly developed by the University of Amsterdam and SURFsara, uses the Fruchterman-Reingold algorithm (amongst others) to create meaningful layouts for graphs. The required time for this algorithm to complete scales exponentially with the size of the graphs, therefore rendering large graphs quickly becomes impractical. To combat this an investigation was conducted into parallelizing this algorithm for use on Graphical Processing Units. This thesis describes the design and implementation of an OpenCL based implementation of the Fruchterman-Reingold algorithm. We show that this implementation speeds up the rendering of graphs by a factor of up to 15 times compared to the original implementation within Twilight.
Twilight is an interactive multi-touch graph visualization research tool that has been developed by the University of Amsterdam (UvA) and SURFsara. It is used by researchers who want to detect patterns and structures in large graphs. For instance, Twilight has played a central role in the research of HIV-1 transmission [13].

The Fruchterman-Reingold (FR) algorithm [7] is the most popular of several algorithms by which layouts for graphs are generated within Twilight. The right part of Figure 1.1 shows an example layout generated with this algorithm. In this case the dataset of the before mentioned HIV-1 transmission was used, which consists of 1471 nodes and 7954 edges. The resulting layout shows that the graph is clearly divided into three groups split by means of transmission.

The time to compute a graph layout with FR is \(O(|V|^2)\) where \(V\) is the number of nodes/vertices in a graph. Considering this complexity, the computation time for large graphs quickly becomes impractical. For example, the largest graph that was distributed with Twilight has 13993 vertices and 39869 edges and takes upwards of 20 minutes to generate a layout on a laptop with an Intel® Core™ i7-3537U processor running at 2GHz.

For this reason a quicker implementation of the algorithm has been requested by the developers and users of Twilight. The specific question that is raised is whether it is possible to
leverage the computing capabilities of the Graphical Processing Unit (GPU) that is present in virtually every modern computer.

1.1 Related Work

Previous research into parallelizing force-directed graph algorithms, such as FR, has been conducted by the creators of AllegroLayout\(^1\). They have created an extension for Cytoscape\(^10\), which is an open-source, publicly available, free alternative to Twilight. However the extension itself is neither open-source nor free. Nevertheless, their website does boast about an impressive speedup of about 160 times compared to the original version on an overclocked GeForce GTX 560 Ti GPU, which is, at the time of writing, a 2 year old budget gaming GPU with 384 CUDA cores. This promises an even better improvement when using newer hardware like the latest flagship GPU from NVIDIA\(^\text{TM}\), the GeForce GTX 780 Ti, which has 2880 CUDA cores. AllegroLayout’s creations have however released no explanation on how their parallel implementation achieved this speedup, so it is possible that corners were cut to increase speedup at the cost of accuracy compared to the sequential algorithm.

![Figure 1.2: Comparison of speedup created by AllegroLayout’s OpenCL implementation of a Force-Directed Graph layout creation algorithm when compared to their original sequential Force-Directed Graph layout creation algorithm. Source: http://allegroviva.com/allegrolayout2/opencl-acceleration](http://allegroviva.com/allegrolayout2/opencl-acceleration)

Philip Bjorge\(^2\) has made a blog post about a personal attempt to implement a 3D variant of the FR algorithm in CUDA. While his attempt has failed to deliver a correctly working implementation of the algorithm, a good lesson on how to tackle this problem has been shared on his blog, namely that a sequential solution of the problem should be implemented before attempting to parallelize the algorithm.

BioLayout 3D\(^5\) has completed an adaptation of FR in OpenCL and measurements show that it offers a speedup of up to 60 times\(^11\) when compared to the old sequential FR algorithm within BioLayout 3D. The program is open-source software and freely available under the GNU GPL license.

---

1.2 Research Questions

The main question that is answered in this research is:

"Can the execution time of the Fruchterman-Reingold algorithm be accelerated by parallelizing it for use on Graphical Processing Units?"

A subquestion has been defined so that a possible indirect gain of parallelizing the FR algorithm, increasing the maximum size of graphs that can effectively be researched, can be identified.

"Does a parallel implementation of the Fruchterman-Reingold algorithm help to facilitate research on larger graphs?"

This thesis is organized in the following way: chapter 2 defines the design considerations for this project. Chapter 3 covers the details of the actual implementation and optimizations that were made to the algorithm. Subsequently, in chapter 4 the results of those optimizations will be benchmarked and compared to the original sequential CPU implementation of the FR algorithm. Finally the conclusions and recommendations for further research will be discussed in chapter 5.
This chapter describes the design considerations that were analyzed in the process of creating this version of the algorithm.

The research question that was formulated in the previous chapter is answered by first analyzing how the FR algorithm works in detail. After that possible options for parallelizing algorithms are discussed and compared.

2.1 Fruchterman-Reingold

The FR algorithm is a force-directed graph drawing algorithm. Which means that a physics based model is used to control the position of the nodes. Figure 2.1 shows the original pseudocode from the paper in which this algorithm was first detailed. The pseudocode shows that there are three distinct steps within the main loop. The three steps are:

1. Calculate Repulsion Force between nodes
2. Calculate Attraction Force between nodes
3. Check distance of movement and save movement to layout

These steps are repeated until the layout converges to an equilibrium.

To calculate the repulsive force for a node, the distance of that node to all the other nodes in the system is calculated. Each node is modeled like a charged particle that exerts a repulsive force on all others relative to their distance. The smaller the distance, the bigger the force becomes, as illustrated in figure 2.2.

The second step, calculating the attractive forces, is iterated per edge in the graph. The two nodes are then moved a certain distance that corresponds with the length of the edge. This means that strongly connected nodes bunch together. Figure 2.3 shows the calculation of the attractive forces for node 1. The calculated force is then added to the aforementioned repulsive force.

The final step of the algorithm limits the euclidean length of the resulting vectors to a predefined maximum. This maximum reduces in every iteration step so that the changes in position decrease over time. All the position changes are now saved to the layout. Figure 2.4 shows a visual representation of this calculation.
Figure 2.1: Original pseudocode of the FR algorithm[7].

```plaintext
area := W * L; \{ W and L are the width and length of the frame \}
G := (\mathcal{V}, \mathcal{E}); \{ the vertices are assigned random initial positions \}
k := \sqrt{\text{area}/|\mathcal{V}|};
function f_i(z) := \begin{align*}
\text{return } & x_i^j/\sqrt{k} \end{align*};
function f_j(z) := \begin{align*}
\text{return } & k/j^2z \end{align*};

\text{for } i := 1 \text{ to } \text{iterations} \text{ do begin}
\quad \text{calculate repulsive forces}
\quad \text{for } v \text{ in } \mathcal{V} \text{ do begin}
\quad \quad \text{each vertex has two vectors: } .pos \text{ and } .disp
\quad \quad \quad \quad \quad \quad \quad v.disp := 0;
\quad \quad \text{for } v \text{ in } \mathcal{V} \text{ do if } (u \neq v) \text{ then begin}
\quad \quad \quad \quad \Delta \text{ is short hand for the difference}
\quad \quad \quad \quad \text{vector between the positions of the two vertices }
\quad \quad \quad \quad \Delta := v.pos - u.pos;
\quad \quad \quad \quad v.disp := v.disp + (|\Delta| \Delta) \cdot f(|\Delta|)
\quad \quad \text{end}
\quad \text{calculate attractive forces}
\quad \text{for } e \text{ in } \mathcal{E} \text{ do begin}
\quad \quad \text{each edge is an ordered pair of vertices } u \text{ and } v
\quad \quad \Delta := e.v.pos - e.u.pos
\quad \quad e.v.disp := e.v.disp - (|\Delta| \Delta) \cdot f(|\Delta|);\quad e.u.disp := e.u.disp + (|\Delta| \Delta) \cdot f(|\Delta|)
\quad \text{end}
\quad \text{limit the maximum displacement to the temperature } t
\quad \text{and prevent from being displaced outside frame}
\quad \text{for } v \text{ in } \mathcal{V} \text{ do begin}
\quad \quad v.pos := v.pos + (v.disp/|v.disp|) \cdot \min(v.disp, t);
\quad \quad v.pos.x := \min(W/2, \max(-W/2, v.pos.x));
\quad \quad v.pos.y := \min(L/2, \max(-L/2, v.pos.y))
\quad \text{end}
\quad \text{reduce the temperature as the layout approaches a better configuration}
\quad t := \text{cool}(t)
\text{end}
```

Figure 2.2: Calculation of the repulsive force exerted on node 1 is based on the sum of repulsive forces exerted on node 1 by node 2 and 3. Note that edges between nodes play no role in this part of the algorithm. The blue and green vector are added to each other and the resulting vector is the vector with the black gradient.
Figure 2.3: Calculation of the attractive force exerted on node 1 is based on the distance to nodes that are connected to node 1 through an edge. The solid red and blue vectors represent the attractive force that is exerted through the edge. The black gradient vector is the vector calculated in figure 2.2 and the red gradient vector represents the total displacement vector, i.e the summation of the black gradient vector and the solid red vector.

Figure 2.4: The displacement of node 1 is limited by a maximum, represented by the red circle. Left: situation before displacement of node 1. Right: situation after displacement of node 1.
The algorithm consists of $|V|^2 + |E| + |V|$ operations, which results in a time complexity of $O(|V|^2)$ where $|V|$ is the number of vertices and $|E|$ represents the number of edges. This quadratic complexity is caused by the repulsion step. This step needs to iterate over each node and for that node calculate the distance to all the other nodes.

2.1.1 Options for parallelization

There are quite a few options available to run parallelized code on GPU’s. A few of the popular options include Nvidia’s CUDA, OpenCL and OpenMP. OpenMP only recently added the possibility for GPU computation, so support and documentation for this feature is lacking compared to the others and was therefore dropped as an option. A comparison between the other two options was made based on four characteristics:

1. Portability: Twilight has to work on Linux, Windows and MacOS. The brand of GPU within that machine needs to have no influence on whether Twilight can run or not. OpenCL is a clear winner here, since OpenCL is supported by all major GPU vendors, while CUDA is NVIDIA exclusive.

2. Performance: The running time of the algorithm needs to be shorter than the current implementation. Both CUDA and OpenCL can provide a quicker implementation than the sequential implementation. Research conducted by the Delft University of Technology[6] suggests that CUDA and OpenCL are very close performance wise, so both implementations tie in this category.

3. Debugging support: The algorithm needs to be stable and thus be free bugs. The main threat to stability for this program is leakage of memory. Because the memory is not managed by the CPU, memory leaks are relatively hard to discover. CUDA has an excellent plugin[1] for IDE’s that provides debugging and profiling capabilities of parallelized code. OpenCL has no such native debugging support, but external tools such as gDEBugger[2] can be used to provide similar functionality. CUDA wins here because of the native support for debugging.

4. Compilation procedure: We want the compilation procedure for the parallel version of FR within Twilight to change as little as possible when compared to the original implementation. CUDA requires an additional compiler to compile the parallel kernels whereas OpenCL kernels are compiled by the drivers at runtime. Therefore OpenCL is a clear winner in this category, because all kernel compilation is provided by the already present GPU drivers.

Table 2.1: Comparison of characteristics of CUDA and OpenCL.

<table>
<thead>
<tr>
<th></th>
<th>CUDA</th>
<th>OpenCL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Portability</td>
<td>− −</td>
<td>++</td>
</tr>
<tr>
<td>Performance</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Debugging</td>
<td>++</td>
<td>−</td>
</tr>
<tr>
<td>Compilation Procedure</td>
<td>−</td>
<td>++</td>
</tr>
</tbody>
</table>

With all the above taken into account, the choice was made to develop the parallel version of FR on the OpenCL platform. The main reason for doing so is that OpenCL provides superior portability when compared to CUDA. This means that the algorithm can be used on a wider variety of computers, whereas with CUDA all non NVIDIA devices would have to fall back on the sequential algorithm.

3.1 Parallelization using OpenCL

To fully understand the parallelization options for the FR algorithm, we need to understand how parallelization can be done using OpenCL. OpenCL depends on kernels for the execution of code. A kernel is a small piece of code that can be run in parallel. All kernels have two vital arguments in common:

1. The number of jobs to start.
2. A list of other kernels to wait for.

The number of jobs determines how much data is processed. And the list of other kernels to wait for can be used to create complex code flows on the GPU.

An OpenCL program is composed of one or more of these kernels. All these kernels are compiled by the OpenCL compiler at runtime. These compiled kernels are then uploaded to a specific device, which can be either a GPU or CPU. After this OpenCL has to reserve the memory that is used by the application up front. When this is done, initial data can be uploaded to the reserved memory after which the kernels can be started.

3.2 Parallelization

An algorithm can be parallelized using one or both of the following options:

1. Task parallelism.
2. Data parallelism.

Task parallelism means that several different tasks do not depend on each other for data at all and therefore can be executed in any order and at the same time. An example for the FR algorithm would be the repulsion and attraction steps of the algorithm. It does not matter in which order the repulsion and attraction are calculated and they do not rely on each other for their input, since they both take the original layout as input.

Data parallelism means that the same instruction has to be executed many times with different data. This generally means that loops are executed in parallel instead of sequentially. In the FR algorithm all steps use loops and therefore the main method to improve performance of the algorithm is by applying data parallelism.

A combination of these two different types of parallelism should be used to produce an algorithm that manages to keep GPU utilization high.
For the repulsion step each node could be seen as different data and a kernel for this calculation could sum the distances to all the other nodes in the graph. This implementation still has a loop in which all the distances are summed, and therefore still executes the same instruction over multiple different data points. Because of this a more efficient way to parallelize this algorithm is by seeing each distance calculation as a kernel. This kernel is then used to calculate all the distances between the nodes and another kernel is used to sum the distances applicable to a specific node.

In the attraction step each edge can be seen as a different data point. The resulting attraction vectors for each edge can be calculated in parallel.

In the distance limitation step of the algorithm every node can be seen as a different data point. A kernel calculates the displacement vector and compares it with the maximum allowed length, resized the displacement vector if needed and then saves the new location of the node to the layout.

All of these can be combined in order to provide a parallel implementation of the FR algorithm. Step 1 and step 2 are task parallel and are therefore executed at the same time. Step 3 depends on the data from step 1 and step 2 and therefore has to wait until both steps are finished. Within these steps data parallelization is applied to speed up the core of each step. In doing so the aforementioned GPU utilization is kept high and therefore the performance gain will be maximized.

3.2.1 Repulsion Step

The repulsion step is the most computationally complex step of the algorithm and therefore the one where parallelization has the most influence. As discussed in the previous paragraph the most obvious way of parallelizing this part of the algorithm is by parallelizing each distance calculation. The drawback of this method is that the result of every calculation has to be saved in memory. For 25,000 nodes there are \( \frac{25000^2 - 25000}{2} \) calculations to be performed and stored.

This is because the distance between two nodes only has to be calculated once and the distance of a node to itself does not have to be calculated at all. Assuming that each distance is stored in a 64 bit float (4 bytes) 1192.05 megabytes of memory would be required for 25,000 nodes. Due to the quadratic nature of the memory usage the maximum capacity of the currently available GPU’s would quickly be exceeded as the graphs get larger in size. Currently a typical high-end GPU available on the market with a price tag of around 300 euro has 4 GB of memory. This means that a maximum of around 46,000 nodes could be processed on such a card (disregarding memory usage by other parts of the algorithm). Figure 3.1 shows the memory usage of this part of the algorithm versus the number of nodes in a graph.

Because this approach severely limits the maximum graph size that can be calculated with this implementation of FR a second approach has been devised. This approach breaks the problem up per node instead of per calculation. For each node all of the distances to the other nodes are calculated in parallel and stored in a shared array. Afterwards another kernel is run to sum all the distances in this array and save it to the general repulsion array. This process is then repeated for every node in the graph. This means that \(|V| - 1\) values need to be stored, where \(V\) is the number of nodes in the graph. Which for 25,000 nodes would amount to 97KB of memory usage. While the memory usage might improve vastly with this approach, the number of calculations that have to be performed are doubled in this approach. The previous approach saved all the distances in an array, so if the distance from node \(x\) to node \(y\) was calculated this could be referenced by node \(y\) when trying to determine the distance to node \(x\). Whereas in this approach only the final distances are saved and any intermediate results have to be recalculated.

The initial choice was made to calculate the memory usage of the algorithm when the algo-
Figure 3.1: Memory usage versus number of nodes for the first variant of the parallel repulsion calculation.

The algorithm is first run and use the first variant where possible and only if the algorithm would not fit in memory to resort to the second variant. This variant can also run in parallel so multiple instances could be started for different nodes. This trick has been created to keep GPU utilization high and lessen the impact of the extra calculations. However early tests showed that the extra calculations and overhead caused a large drop in performance and as many as 50 of these instances running in parallel were needed to get the performance back to acceptable levels. Having this many instances running next to each other caused the algorithm to crash with OpenCL error code -9999, which unfortunately is an undocumented error. Therefore this part of the algorithm was scrapped and only the first variant of the repulsive step is used in the actual implementation.

3.2.2 Attraction Step

The second part of the algorithm, the attraction step, is calculated by starting a work item for every edge there is in the graph. Each edge has the index of the two nodes it connects, those indexes are then used to retrieve the current positions for both nodes. These positions are converted into a distance, and the distance is then used to calculate an attractive force. The attractive force increases as the distance between the two nodes gets larger, this causes all the nodes that are connected to bunch up. The repulsive force calculated in step 1, which gets larger as the nodes get closer, also makes sure that this step does not pull all connected nodes into a single "black hole" but instead makes sure that there is always some distance between nodes. The calculated force then gets added to the index of the nodes in a global array.

Atomic float addition is used to prevent race conditions from accidentally discarding values. Atomic float addition is not a standard function in OpenCL but instead relies on a trick that was first documented by Igor Suhorukov. This trick uses the available atomic integer compare and swap function which swaps the two values only if the original value did not change before the swap completed and takes the integer value that represents the said float in order to trick OpenCL into thinking that it is actually dealing with integers.

3.2.3 Movement limitation step

The final part of the algorithm, the normalization of the results, is calculated by starting a work item for every node in the graph. This kernel is only started after all other work has completed, because it depends on both the attraction and repulsion kernel results. This kernel takes the
results for the node that it is working on from the repulsion and attraction result arrays, adds the two vectors and resizes them if needed. The data is then saved to the layout, after which the process can continue for another iteration or the data can be retrieved by the CPU if this was the last iteration.

All these parts of the algorithm combine to create the flow of data illustrated in Figure 3.2.

![Data flow of parallelized FR algorithm.](image)

**Figure 3.2: Data flow of parallelized FR algorithm.**

### 3.3 Twilight Integration

Since both Twilight and the parallel implementation of FR use igraph the most logical way to integrate the solution within Twilight would be to make a custom igraph library with OpenCL support. This would however reduce the ease of compilation of Twilight because a custom build of igraph would have to be distributed and compiled, which might influence other programs that use igraph.

Therefore a choice was made to create an almost identical copy of the node_layout.cpp file within Twilight, which handles all the layout logic within Twilight. This edited file contains all the logic needed to run the FR algorithm in parallel using OpenCL. Having the OpenCL implementation in a different file is a better coding practice, but doing it this way minimizes the
number of changes that have to be made to the compilation process.

Because Twilight already uses CMake for compiling, CMake is used to differentiate between the OpenCL and regular versions of the algorithm. To do this FindOpenCL is used, which has been released as public domain software.
4.1 Performance Testing Software

In order to test the performance of the parallelized algorithm a custom testing application had to be developed. This solution provides more freedom than testing directly in Twilight and therefore helped to create an iterative development process of the algorithm.

The testing software is written in the C programming language because the igraph\[4\] library, which drives all the graph based logic in Twilight, depends on C as well. The main use of igraph is to provide a sequential FR algorithm to compare results with. It is furthermore used to read graphs from a GraphML\[2\] formatted file and to create an initial circular layout, which is needed because the outcome of FR depends on the initial layout. The circular layout is used to provide both implementations with exactly the same starting layout. This ensures us that any differences in layout between the two algorithms are due to differences in the implementations only.

The suite has five different executables :

1. `speedup_commandline` : Measures the time to compute the layout for the graph given as argument.

2. `difference_commandline` : Compute the difference between the layout produced by the parallel implementation and the sequential implementation for the graph given as argument.

3. `visualization` : Visualizes the graph given as argument after 500 iterations of the parallel FR implementation. Run with -S flag to use sequential implementation instead.

4. `configure` : Generates a few graphs that can be used for testing purposes, the benchmark executable depends on these.

5. `benchmark` : Runs the tests that are detailed in the next chapter on the graphs that are generated by the configure executable.

All of the executables above except visualization are console based tools designed for testing and benchmarking the results of the parallel implementation. The visualization tool was built to function as an extremely lightweight Twilight clone. This tool is built with the OpenGL\[9\] and GLUT\[8\] frameworks.

4.2 Experiments

The performance testing software has been used to run some experiments that compare the results of the parallelized FR algorithm to the original, sequential, implementation.
The first experiment compares the execution time of both adaptations of the FR algorithm. The experiment consists of running both implementations for 250 iterations. This number of iterations is chosen to mimic a moderately simple layout situation. If the number of iterations would be larger, as would be the case if a layout had to be generated for more complicated graphs, the parallel implementation would be faster compared to the current situation. However increasing the number of iterations has a large influence on the running time of the algorithm and as such the experiment would take an impractical amount of time to execute on the sequential version of the algorithm. This experiment is conducted for 5 different graphs which only differ in the number of the vertexes. The average number of edges that originates from a vertex is kept constant as the repulsive section of the algorithm is the main influence in the running time of the algorithm. And as detailed in chapter 2, edges are not used in this part of the algorithm. The graphs that are used have the following parameters:

<table>
<thead>
<tr>
<th>Number of Vertices</th>
<th>Number of Edges</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>297</td>
</tr>
<tr>
<td>1000</td>
<td>2997</td>
</tr>
<tr>
<td>5000</td>
<td>14997</td>
</tr>
<tr>
<td>7500</td>
<td>22497</td>
</tr>
<tr>
<td>10000</td>
<td>29997</td>
</tr>
</tbody>
</table>

All graphs are generated using the Barabasi game graph generator included in the igraph library. Which is an algorithm that generates scale-free graphs. Scale-free graphs have the characteristic of containing nodes that have an above average number of connections and thus act like hubs of various sizes. This usually means that a few hubs can be removed from the graph without the graph losing connectivity of its nodes. This is a property that is thought to be present in many real-world networks and is therefore chosen to represent real-life Twilight use cases.

The second experiment compares the locations of the nodes in the final layouts. Since CPU and GPU implementations of floating point arithmetic are different from each other, the layouts that are generated might be different too.

4.3 Results

All experiments have been performed on a laptop running Ubuntu 14.04 LTS with an Intel i7-3537U running at 2GHz and a Geforce GT 740M with 384 CUDA cores. All times measured are CPU-time.

4.3.1 Speed benchmarks

The speed benchmarks discussed in the previous section have been performed fifteen times for each graph giving the following results:

Table 4.1: Results of the execution time measurements of the parallel implementation and the sequential implementation of FR. All timing measurements are represented in milliseconds. Average speedup is obtained by dividing the average sequential time by the average parallel time.
We can see that the parallel implementation is slower for very small graphs, which is to be expected since there is a significant overhead caused by the run-time compilation of the OpenCL kernels and the memory transfers needed to start the algorithm and retrieve the data when finished. The average speedup of the parallel algorithm quickly rises to 15 times and stabilizes there.

Table 4.2 and figure 4.2 show us that the parallel implementation has, for graphs that exceed 100 nodes, a relatively small deviation in measurements. Which means that the parallel implementation has a more stable execution time for those graphs. The explanation for this behavior is that long tasks have a high chance of having their memory swapped out on the CPU, contrary to the GPU where it remains allocated until freed up.

Table 4.2: Comparison of standard deviations for speed benchmarks. All measurements are represented in milliseconds.

<table>
<thead>
<tr>
<th>No. of Nodes</th>
<th>Parallel</th>
<th>Sequential</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>std. dev.</td>
<td>std. dev. in % of mean</td>
</tr>
<tr>
<td>100</td>
<td>4.79</td>
<td>4.08%</td>
</tr>
<tr>
<td>1000</td>
<td>5.75</td>
<td>0.69%</td>
</tr>
<tr>
<td>5000</td>
<td>21.27</td>
<td>0.19%</td>
</tr>
<tr>
<td>7500</td>
<td>368.10</td>
<td>1.51%</td>
</tr>
<tr>
<td>10000</td>
<td>122.99</td>
<td>0.28%</td>
</tr>
</tbody>
</table>

4.3.2 Layout Comparison

The layout tests show some interesting characteristics from both implementations. The first test consists of comparing two layouts generated by the sequential algorithm for the same graph. Which, as was to be expected, turned out to be exactly identical every time. However, when this test is done with the parallel version of FR the algorithm has a small deviation in the results. This is caused by the attraction step. This step uses atomic adding in order to save memory on the GPU. The order in which the kernels complete their calculations, and thus the order in which they request access to the atomic part of the algorithm, is not exactly the same each time the algorithm is run. Therefore the atomic adding can still cause a race condition with regards to floating point rounding. Calculating the addition step on a single GPU core would remove this problem, but tests have shown that this causes the algorithm to lose up to 5 times speedup.
Figure 4.2: Standard deviation in % of mean for parallel and sequential FR implementations.

When this test is used to compare the parallel and sequential implementations of FR results still show differing layouts, even if the atomic calculations are replaced by calculations on a single GPU core only. Furthermore, comparison between the two variants of the addition steps show that the effect of the race condition is negligible on the total difference between the layouts.

Since both versions perform exactly the same calculations, the difference is likely caused by a combination of two factors. The first being that the parallel implementation uses floats to save memory space, which is the primary bottleneck of the current parallel implementation. Whereas the sequential algorithm uses double precision floats. The second being that both the CPU and GPU have different implementations of floating point arithmetic. Research shows that this may cause differences in how numbers are rounded. Both these factors could cause small deviations in precision, but when those deviations are compounded for hundreds of iterations this difference can become quite large.

The effect of these deviations on how the graphs are interpreted by researchers is currently unknown. A visual inspection of the two different layouts show that the main differences in the two graphs are in the location of the outliers. So the main clusters and the locations of nodes within those clusters seem to be preserved between the two different implementations. Which hopefully limits the amount of influence that the different layouts have on the observations made by researchers using Twilight.
5.1 Conclusion

Following the results of this research we can conclude that it is certainly possible to accelerate the execution time of the Fruchterman-Reingold algorithm by computing a parallel version of the algorithm on Graphical Processing Units. Because of the highly portable nature of OpenCL it was the platform of choice for this implementation. This does not specifically mean that OpenCL allows for the best performance of the algorithm. Instead it caters more to the wishes of the University of Amsterdam, whom requested that the application would remain highly portable.

There are however some non-trivial problems that arise from using such an implementation. Those problems include:

- Different layouts generated due to differences between floating point arithmetic on GPU and CPU.
- Quadratically scaling memory requirements, which imposes an upper limit on the size of the graphs that can be computed by this algorithm.

For situations where the above two points are not an issue this research provides a parallel implementation of the Fruchterman-Reingold algorithm with an average speedup of 15.85 times.

5.2 Future Work

Future research could concentrate on the memory usage aspects of the algorithm. Whereas this research failed to create an implementation that used constant memory space, it is still theoretically possible. The biggest setback in creating the memory constant variant of the algorithm was that the implementation generated an unknown OpenCL error, which could not be debugged. Perhaps this unknown OpenCL error will be fixed, or at least identified in a future update to OpenCL.

Building on a more memory efficient version of the algorithm another improvement that could be made is to upgrade the algorithm to use double (or higher) precision floating numbers. Since the sequential algorithm already does this, it is expected that this improvement would bring the final layouts of the two algorithms closer together.

A final recommendation is to attempt to generalize the execution of the algorithm in order to make it more broadly usable. This research focused purely on the usage within Twilight and as such has dependencies on the igraph library. Which is not strictly needed for the execution of this algorithm, but for this specific goal helped move development of the algorithm along.
Please do note that the author has chosen to keep the source code of the OpenCL implementation closed and therefore unavailable for the general public since it is his view that without the aforementioned memory optimizations the algorithm is not ready for general usage. Anyone who is interested in continuing this research is encouraged to contact the author through the University of Amsterdam.
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