Stochastic interest rate and volatility implications for the exposure of FX options

Sarunas Simaitis

Examiner:
Peter Spreij

Supervisor:
Drona Kandhai

Daily supervisor:
Kees de Graaf

October 30, 2014
Abstract

In the aftermath of the global financial crisis, regulators and financial institutions are stressing the importance of the credit value adjustment (CVA) and general future credit exposure evaluation. This study focuses on the exposure analysis of an American put option and up-and-out call option. Future risk is efficiently evaluated using the FDMC method suggested by Graaf et al (2014). For some limiting cases analytical approximations are discussed. The full pipeline from market data to CVA calculation is documented. A comparison is made between models adjusting for calibrated stochastic interest rates and volatility. Significant skew impact for the shorter maturity options is observed and the importance of interest rate risk for longer maturity options is confirmed. Additionally, stochastic volatility impact on the dynamics of the future exposure is shown.
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Chapter 1

Introduction

The 2008 global crisis was initiated by the burst of the US housing market which led to a total financial meltdown. Business cycle theory and history suggest that growth periods and recessions alternate, hence a professional of the field should be aware of and, therefore, be prepared to deal with both. However, many financial institutions failed (most infamously Lehman Brothers) and many had to be bailed out. Basel Committee on Banking Supervision issued the Third Basel Accord [5] suggesting measures how to improve the banking industry. It expanded the risk coverage of the capital framework promoting various measures to manage risks arising from possible decline in counterparty’s credit quality. Furthermore, the importance of credit value adjustment (CVA) for pricing that risk is stressed. This work focuses on the exposure modelling of foreign exchange (FX) and interest rate derivative portfolios which is instrumental for calculating CVA.

As in the majority of financial studies the starting point is the celebrated Black-Scholes model as given in [3]. However, it is commonly accepted that the model is too simplistic. One of the known issues is the inability to capture the so-called volatility smile which is present in most of the markets. In [15] the Heston model was proposed which is able to deal with this to some extent. An in-depth study on exchange rates in [19] reveals the advantages of including the stochastic volatility term in the Black-Scholes model from both the implied and historical perspective.

The no-arbitrage framework implies that exchange rates satisfy the so-called interest rate parity meaning that movements in exchange rates, on average, are driven by the changes in the interest rates (IR). Hence, IR risk assessment is crucial in computing the total risk in the exchange rates. Luckily, in [21] a decent starting point for modelling bond prices is given. However, it lacks the ability to fit the yield curve, but in [16] an extended version, the so-called Hull-White model is derived. Although other models (see eg. [10]) exist, the model is extensively used in practice and, therefore, is used as a building block in this
analysis.

Measuring exposure consist of two stages - scenario generation and estimation of the future value of the portfolio. In [7] the authors propose several ways to calculate the future exposure. One of those is a combination of Monte-Carlo (MC) and Finite Difference (FD) methods. On one hand MC is superior in scenario generation whereas FD is especially useful in pricing derivatives under different initial conditions. Further increase in MC efficiency is achieved by using the scheme as presented in [2].

FD methods are attractive for their robustness and efficiency. However, they suffer from the curse of dimensionality, so solving higher dimensional PDEs becomes unattractively slow if using simple Euler forward/backward or Crank-Nickolson schemes. Speed can be significantly improved by using splitting schemes as shown in [13] and [12].

In this thesis the FDMC method for a 4-dimensional foreign exchange model is implemented. The FD and MC parts incorporate all the techniques suggested in the mentioned papers and the resulting implementation is available upon request. Exposure profiles for an European call option are computed for an arbitrary parameter set and their sensitivity to the parameters are evaluated. To bring it closer to the market the model is calibrated to market data. Afterwards, the impact of stochastic interest rate and stochastic volatility on the exposure profiles of several derivatives are systematically analyzed.

During this study it is observed that stochastic interest rates have a significant impact on the exposure profiles of the American put options, but a negligible in the case of the up-and-out call option. In the case of the former the impact is most profound in options of long maturities.

On the other hand, the adjustment for stochastic volatility significantly changes the dynamics of both the American put and up-and-out call option. In relation to the put option the volatility skew effect fades with increasing maturity, but for the barrier option the impact is substantial for all maturities, strikes and barriers.

The thesis is organized as follows:

• Chapter 2 gives a brief review of credit risk management and introduces the exposure metrics;

• Chapter 3 defines the models used in this research and reviews their main results;

• Chapter 4 addresses credit value adjustment of European options;

• Chapter 5 gives a detailed explanation of the numeric methods involved in exposure estimation;
• Chapter 6 contains a real life case study where market data is used and the exposure profiles are discussed;

• Chapter 7 overviews the results of this work and summarizes key observations

• Appendices contain all the space consuming tables, figures and derivations which were left out of the main work.
Chapter 2

Credit risk measurement

There were multiple reasons which triggered the 2008 crisis, but the extent to which it did spread was greatly undermined by the misestimation of the risk involved. To prevent a similar situation happening in the future the Basel Committee on Banking Supervision issued The Third Basel Accord (see [5]), which suggested a regulatory framework to help to maintain a healthy banking system. It addressed the issue that losses are incurred whenever the counterparty defaults or when its credit rating is downgraded. To deal with the risk of such losses the counterparty exposure has to be measured and a price tag has to be attached.

2.1 Exposure

Suppose, party A made a trade with some other party B which is obliged to deliver some payoff (which might be negative meaning that party A need to pay) and the exact value of that payoff is dependent on the future market conditions. This contract exposes both parties to market risk i.e. it is not possible to say with certainty what the future market conditions will be. However, financial literature provides several methods to estimate the distribution of the future value of the contract which in turn can be used to evaluate the market risk. Another type of risk that the parties face is that of their counterparty’s default. As noted by [11], the possibility of a default leads to some "asymmetry" in the possible future payoff. Suppose party B defaults, then one of the following happens:

- If the market conditions were such that B had to pay, it will not have the capital to fulfil the obligation completely (otherwise there would be no default). Hence, party A does not receive full payment;

- In case party A had to pay and it did not default, the payment still has to be made as default does not free B’s debtors from paying;
• In case party A also defaults, no cash flows take place.

The risk of having a contract of positive value with a counterparty that cannot deliver on agreed terms in case of default is called the counterparty credit risk. To quantify this risk, \( V(t) \) is defined as the price of the contract of interest at time \( t \) which depends on some asset \( S_t \). Then the counterparty credit risk can be evaluated using the following metrics:

- Expected positive exposure\(^1\) ( \( EPE \) ) at time \( t \) is defined as\(^2\)

\[
EPE(t) = \mathbb{E}[(V(t))^+ | \mathcal{F}_0],
\]

where \( \mathcal{F}_0 \) contains all the observable information at the moment of measurement ( \( t = 0 \) ). This metric measures the expected capital at risk at time \( t \) given that the long party is in-the-money. Discounted expected positive exposure ( \( \tilde{EPE} \) ) gives the estimate in current terms:

\[
\tilde{EPE}(t) = \mathbb{E}[D(t)(V(t))^+ | \mathcal{F}_0],
\]

where \( D(t) \) is the discount factor at time \( t \). This metric plays a major role in the pricing of counterparty credit risk.

- Potential future exposure of \( q\% \) ( \( PFE_q \) ) at time \( t \) is the \( q \)-th quantile of the contract value distribution at time \( t \). This metric assesses capital loss when the counterparty defaults in the worst/best-case market scenario. Therefore, it is used for risk-management, stress-testing and Value-At-Risk estimation. In this research 97.5\% and 2.5\% \( PFEs \) are taken to represent as worst and best case values, respectively. Discounted \( PFEs \) are used in case the capital loss has to be provided in current terms.

- Expected exposure ( \( EE \) ) is the probability weighted average future value of the portfolio at time \( t \):

\[
EE(t) = \mathbb{E}[V(t)|\mathcal{F}_0].
\]

This metric shows the dynamics of the mean contract value. Note that in case the derivative has just a positive payoff ( e.g. call option ) \( EE \) is equal to \( EPE \). \( EE \) is used in future collateral requirement calculations. The metric in current terms is given by:

\[
\tilde{EE}(t) = \mathbb{E}[D(t)V(t)|\mathcal{F}_0].
\]

\(^1\)For short positions in the contract or to estimate the counterparty’s risk to our credit quality one would similarly look at expected negative exposure

\(^2\)(\( x \)^\+) = \( \max\{x, 0\} \)

\(^3\)Unless stated otherwise, the expectation is taken under the risk-neutral measure
As will be shown, for European options the discounted version of the EE can be retrieved directly from the market without a selection of specific SDE model for the underlying asset $S_t$.

These metrics form the core of this work as it focuses on estimating the impact of stochastic interest rates and volatility on these quantities.

### 2.2 Credit value adjustment

Knowledge of your exposure profile can help to improve the diversification of the portfolio. However, as noted in [5] credit risk has to be included in the price, otherwise a decrease in creditworthiness of one company can negatively affect your portfolio or worse start a chain reaction through the whole market as happened during the 2008 crisis. This adjustment for counterparty credit risk is commonly referred to as credit value adjustment (CVA).

In full form, the price adjustment for possible loss of capital in case of counterparty’s default is given as:

$$\text{CVA} = \mathbb{E}(1 - \delta(\tau))D(\tau)(V(\tau))^+1_{\tau < T},$$

where $T$ is the contract maturity, $\tau$ is the default moment, $\delta(\tau)$ is the recovery rate and $(V(\tau))^+$ is the positive part of the value at the default moment. Equation (2.2) can be rewritten in the following form

$$\text{CVA} = \mathbb{E}\left(\int_0^T (1 - \delta(t))D(t)(V(t))^+dPD(t)\right),$$

with

- $\delta(t)$ as the recovery rate given as a percentage of retrieved capital in case of a default at time $t$;
- $V(t)$ as the underlying contract/ portfolio value at time $t$;
- $D(t)$ is the discount factor;
- $PD(t)$ is the survival probability density of the counterparty.

In the definition there are no restrictions on the variable relations. However, analytic evaluation of it so far has only been done for trivial cases. Following [11] a more "practical" CVA formula is

$$\text{CVA} \approx (1 - \delta)\sum_{i=0}^{m} D(T_i)EPE(T_i)(PD(T_{i+1}) - PD(T_i)),$$
where 0 = T_0 < ... < T_m = T are the monitoring time points. This work considers the inclusion of stochastic interest rates and volatility, hence the metric of interest is an interpolation between (2.2) and (2.3):

\[
CV_A \approx (1 - \delta) \sum_{i=0}^{m} (PD(T_{i+1}) - PD(T_i))ED(T_i)(V(T_i))^+
\]

\[
= (1 - \delta) \sum_{i=0}^{m} (PD(T_{i+1}) - PD(T_i))ED(T_i)PE(T_i),
\]

(2.4)

where \(PE(\cdot)\) stands for positive exposure. This variation relaxes the assumption of deterministic interest rates and allows for correlation between domestic IR and the underlying asset. Comparing (2.2) with (2.4) reveals that in the approximation the following assumptions are implicit:

- The recovery rate is constant;
- The discount factor is independent of default probabilities;
- The underlying asset is independent of default probabilities.

In practice the first one is widely accepted and the latter two are considered important and being worked on. For example, imagine a publicly traded company with a large amount of debt. Then a spike in the interest rates might trigger the company’s default. Also, the trade might suffer from the so-called wrong-way (symmetrically, right-way) risk, meaning that the more in-the-money the trade goes the higher the probability that the counterparty would default.

However, these relaxations comes at a cost. In [11] it is noted that the advantage of is its modularity. There is no need for a separate CVA department as everything is already available at a modern financial institution. For example, the management team can provide exposure profiles of the portfolio, credit department could provide the counterparty’s default probabilities and the interest rate desk would be responsible for the discount factors. For academic purposes the focus is on (2.4), but possible future study could explore its benefits over (2.3).
Chapter 3

FX and IR models

The widely celebrated Black-Scholes\(^1\) (BS) theory as given in [3] assumes the following stochastic differential equation (SDE) for the underlying \(S_t\):

\[
\frac{dS_t}{S_t} = (r - d)dt + \sigma dW_t,
\]

where \(r\) is the constant continuously compounded domestic interest rate (IR), \(d\) is the dividend/foreign IR yield, \(\sigma\) is the volatility and \(W_t\) is a standard Wiener process\(^2\). This model forms the core of modern financial theory, but in this chapter defines and presents the main results for several extensions to FX option pricing. Also, the focus of this work being the FD methods, for each model an associated option pricing PDE is described.

3.1 Hull-White

According to interest rate parity together with no-arbitrage arguments, interest rates are suspected to be the core drivers in the foreign exchange markets. Therefore, before moving on to the full FX model, we start by having a more detailed look into the Hull-White model which is assumed throughout this work to be the model for the interest rates. The following parametrisation of the Hull-White SDE is used:

\[
dr_t = \lambda(\theta(t) - r_t)dt + \eta dW_t,
\]

where

- \(\theta(t)\) is the deterministic function setting the drift of the short-rate process. In case

\(^1\)The application of Black-Scholes model with dividends to price FX derivatives is also know as Garman–Kohlhagen model.

\(^2\)Unless stated otherwise, the terms are given under risk neutral measure
\( \theta_t \equiv \theta \) the model is known as the Vasicek model. This time dependent term allows to fit the implied zero coupon bond prices to the observed yield curves in the market;

- \( \lambda > 0 \) is the reversion to \( \theta_t \) speed. Higher values imply that the process will retract to \( \theta_t \) faster;
- \( \eta \) governs the volatility level of the short rate.

Suppose one is interested in pricing some contingent claim \( g(r_T) \) for some maturity \( T \). \( V(\cdot) \) such that

\[
V(r, t) = \mathbb{E} \left[ e^{-\int_t^T r_t dt} g(r_T) \big| r_t = r \right].
\]

Then the usual financial argumentation implies that the maturity-reversed version \( u(r, \tau) = V(r, T - \tau) \) has to satisfy the following PDE

\[
\frac{\partial u}{\partial \tau} = \frac{1}{2} \eta^2 \frac{\partial^2 u}{\partial r^2} + \lambda (\theta(T - \tau) - r_\tau) \frac{\partial u}{\partial r} - r_\tau u
\]

usually in fixed income markets, interest rate derivatives are defined in terms of bond prices. However, the Hull-White model is defined in terms of the short rate \( r_t \). In the next section formulas to describe zero coupon bonds are given.

**Zero coupon bond**

For the Hull-White short-rate model it is possible to obtain zero coupon bond prices (ZCB) analytically. In [10] it is shown that the price \( P(t, T) \) of a \( T \)-maturity ZCB at time \( t \) is equal to

\[
P(t, T) = \frac{P(0, T)}{P(0, t)} \exp[-A(t, T) - B(t, T)r_t],
\]

with

\[
B(t, T) = -\frac{1}{\lambda} \left( e^{-\lambda(T-t)} - 1 \right)
\]

\[
A(t, T) = -B(t, T) f(0, t) + \frac{\eta^2}{4\lambda} B^2(t, T)(1 - e^{-2\lambda t}).
\]

The availability of an analytical expression of ZCB price allows to efficiently price fixed and floating coupon bonds, swaps, etc.
3.2 Black-Scholes-Hull-White-Hull-White

Incorporating stochastic interest rates into the Black-Scholes world yields the Black-Scholes-Hull-White-Hull-White (BS2HW) model:

\[
\begin{align*}
\frac{dS_t}{S_t} &= (r^d - r^f)dt + \sigma dW^S_t \\
\frac{dr^d_t}{r^d_t} &= \lambda_d(\theta_d(t) - r^d_t)dt + \eta_d dW^d_t \\
\frac{dr^f_t}{r^f_t} &= \left[\lambda_f(\theta_f(t) - r^f_t) - \eta_f \rho_{S,r}^d \sigma\right] dt + \eta_f dW^f_t \\
d[W^S_t, W^d_t] &= \rho_{S,r}^d dt, d[W^S_t, W^f_t] = \rho_{S,r}^f dt, d[W^f_t, W^d_t] = \rho_{r^d,r^f} dt.
\end{align*}
\]

where the sub/superscripts \( f \) and \( d \) are shorthand for foreign and domestic respectively. Note that foreign short rate is defined under foreign risk neutral, hence the additional term \( \eta_f \rho_{S,r}^d \sigma \) correcting for the measure change from foreign into domestic risk neutral as given in [22]. This model allows to price hybrid products whose payoff \( g(S_T, r^d_T, r^f_T) \) can depend on all three stochastic components of the model. The pricing of such a contingent claim means finding \( V(\cdot) \) such that

\[
V(s, r^d, r^f, t) = \mathbb{E} \left[ e^{-\int_t^T r^f_u \, du} g(r_T) | S_t = s, r^d_t = r^d, r^f_t = r^f \right].
\]

The time-reversed function \( u(s, r^d, r^f, \tau) = V(s, r^d, r^f, T - \tau) \) satisfies the following PDE

\[
\begin{align*}
\frac{\partial u}{\partial \tau} &= \frac{1}{2} s^2 \sigma^2 \frac{\partial^2 u}{\partial s^2} + \frac{1}{2} \eta^d_d \frac{\partial^2 u}{\partial (r^d)^2} + \frac{1}{2} \eta^f_f \frac{\partial^2 u}{\partial (r^f)^2} \\
&\quad + (r^d - r^f) s \frac{\partial u}{\partial s} + \lambda_d(\theta^d(T - \tau) - r^d) \frac{\partial u}{\partial r^d} + \lambda_f(\theta^f(T - \tau) - r^f - \rho_{S,r}^d \eta_f \sigma) \frac{\partial u}{\partial r^f} \\
&\quad + \rho_{S,r}^d \eta_d s \sigma \frac{\partial^2 u}{\partial s \partial r^d} + \rho_{S,r}^f \eta_f s \sigma \frac{\partial^2 u}{\partial s \partial r^f} + \rho_{r^d,r^f} \eta_f \eta_d \frac{\partial u}{\partial r^d \partial r^f} \\
&\quad - r^d u
\end{align*}
\]

\[
u(s, r^f, r^d, 0) = g(s, r^f, r^d).
\]

In the original Black-Scholes world there is only one domestic risk-free interest rate, but in the markets there are multiple candidates (e.g. government bond or overnight interbank rates) and most of them are maturity dependent. BS2HW partially reduces the problem by incorporating the yield curves within its interest rate parts. Also, the model becomes more risk-aware, since contrary to the regular BS it contains domestic and foreign interest rate risks. The incorporation of additional variables leads to the PDE being 3 dimensional in space, implying heavier computational load. Luckily, for European options the model
can be reduced to a 1 dimensional one using measure change theory and, most importantly, analytical prices from BS can be reused to price European options under BS2HW model analytically.

**European options**

An attractive advantage of the BS2HW model is that with appropriate measure changes one can use the formulas derived under BS to price options under BS2HW. Suppose one is interesting in pricing a claim $g(S_T)$ where $S_T$ is the exchange rate at maturity $T$. First of all define the forward exchange rate by

$$F_t = S_t \frac{P^f(t, T)}{P^d(t, T)}$$

, where $P^f(\cdot, \cdot)$ and $P^d(\cdot, \cdot)$ are respectively the foreign and domestic ZCB processes. Note that this definition yields that $S_T = F_T$. Moreover, one can quickly check that the bonds in the Hull-White based world satisfy

$$\frac{dP^d(t, T)}{P^d(t, T)} = r_d^d dt - \eta_d b_d(t, T) dW^d_t$$

$$\frac{dP^f(t, T)}{P^f(t, T)} = (r_f^f + \eta_f \rho_{S,r} \sigma b_f(t, T)) dt - \eta_d b_f(t, T) dW^f_t,$$

where

$$b_\ast(t, T) = \frac{1 - e^{-\lambda_\ast(T-t)}}{\lambda_\ast}.$$
Hence the forward exchange rate satisfies the following SDE

\[ \frac{dF_t}{F_t} = \left( \sigma \eta_d b_d(t, T) \rho_{S,r} - \eta_d \eta_f b_d(t, T) b_f(t, T) \rho_{r^d,r^f} + \eta_d^2 (b_d(t, T))^2 \right) dt \\
+ \sigma dW^S_t + \eta_d b_d(t, T) dW^d_t - \eta_f b_f(t, T) dW^f_t \\
= \sigma dW^{S,\text{forward}}_t + \eta_d b_d(t, T) dW^{d,\text{forward}}_t - \eta_f b_f(t, T) dW^{f,\text{forward}}_t \\
F_0 = S_0 \frac{P^f(0, T)}{P^d(0, T)} . \]

where the superscript forward means that the process is a standard Wiener process under the forward measure (i.e. \( \frac{P^d(t, T)}{P^f(t, T)} \) is the numeraire). Rewriting the latter SDE in integral form one can deduce that\(^3\) \( F_T = \int F_t^* \) with \( F_t^* \) defined as

\[ \frac{dF_t^*}{F_t^*} = \sigma^*_t dW^{F,\text{forward}}_t \\
F_t^* = F_t = S_t \frac{P^f(t, T)}{P^d(t, T)} , \]

where \( W^{F,\text{forward}} \) is another independent Brownian motion under the forward measure and

\[ (\sigma^*_t)^2 = \frac{1}{t} \int_0^t \left[ \sigma^2 + \eta_d^2 (b_d(t, T))^2 + \eta_f^2 (b_f(t, T))^2 + 2\sigma \eta_d b_d(t, T) \right. \\
- 2\sigma \eta_f b_f(t, T) - 2\eta_d \eta_f b_d(t, T) b_d(t, T) \left. \right] dt \\
= \frac{1}{t} \int_0^t \left[ (\sigma^2 t + \eta_d^2 B_{dd}(t, T) + \eta_f^2 B_{ff}(t, T) + 2\sigma \eta_d \rho_{S,r} B_d(t, T) \\
- 2\sigma \eta_f \rho_{r^d,r^f} B_f(t, T) - 2\eta_d \eta_f B_{df} \rho_{r^d,r^f}(t, T) \right] dt , \]

\(^3\)\(^d\) in this context means equality in distributions.
with

\[
B_d(t, T) = \frac{1}{\lambda_d} \left( e^{-\lambda_d t} - 1 \right) + t
\]

\[
B_f(t, T) = \frac{1}{\lambda_f} \left( 1 - e^{-\lambda_f t} \right) + t
\]

\[
B_{dd}(t, T) = \frac{1}{\lambda_d^2} \left( 2\lambda_d - e^{-2\lambda_d t} + 4e^{-\lambda_d t} - 3 \right)
\]

\[
B_{ff}(t, T) = \frac{1}{\lambda_f^2} \left( 2\lambda_f t - e^{-2\lambda_f t} + 4e^{-\lambda_f t} - 3 \right)
\]

\[
B_{df}(t, T) = \frac{1}{\lambda_d \lambda_f} \left( 1 - e^{-(\lambda_d+\lambda_f)t} \right) + \frac{e^{-\lambda_d t} - 1}{\lambda_d} + \frac{e^{-\lambda_f t} - 1}{\lambda_f} + t.
\]

Observe that although \( S_T \) is only equal to \( F^*_T \) in distribution, the prices of \( g(S_T) \) and \( g(F^*_T) \) at the initial time are equal since the payoffs are equal in distribution. Combining all the former steps yields that

\[
V_0 = \mathbb{E} e^{-\int_0^T r_s \, ds} g(S_T)
\]

\[
= \frac{P^d(0, T)}{P^f(0, T)} \mathbb{E}_{\text{forward}} g(S_T)
\]

\[
= \frac{P^d(0, T)}{P^f(0, T)} \mathbb{E}_{\text{forward}} g(F_T)
\]

\[
= \frac{P^d(0, T)}{P^f(0, T)} \mathbb{E}_{\text{forward}} g(F^*_T).
\]

This result implies that the pricing formulas and practices for European derivatives of BS world can be reused to price those options in BS2HW world. The only difference with BS being that the price depends on three state variables - FX rate, domestic and foreign short rates.

### 3.3 Heston

Studies like [19] provide evidence of strong volatility skew presence in the FX markets. Several models have been proposed to take it into account. Most popular is SABR introduced in [14], the local volatility model defined in [4] and the Heston model suggested in [15]. We chose Heston because of its intuitive definition. The Heston model extends Black-Scholes by
replacing constant volatility with a CIR process:

\[ dS_t = (r - d)dt + \sqrt{v_t}dW_t^S \]
\[ dv_t = \kappa(\bar{v} - v_t)dt + \gamma\sqrt{v_t}dW_t^v, \]

where

- \( W_t^S, W_t^v \) are standard Wiener processes with correlation \( \rho \). This correlation controls the skew of the smile;
- \( \kappa \) is the mean reversion speed and \( \gamma \) is the volatility of volatility. These parameters have an impact on the curvature of the smile;
- \( \bar{v} \) is the long term mean and together with \( v_0 \) shifts the smile down or up.

Suppose one is interested in pricing a European option with maturity \( T > 0 \) and payoff \( g(S_T, v_T) \) at time \( t \in [0, T) \) i.e. finding \( V(\cdot) \) such that

\[ V(s, v, t) = e^{-r(T-t)}\mathbb{E}[g(S_T, v_T)|S_t = s, v_t = v]. \] (3.2)

As shown in [20] that \( u(s, v, t) = V(s, v, T - t) \) has to satisfy the following PDE

\[ \frac{\partial u}{\partial t} = \frac{1}{2}s^2v \frac{\partial^2 u}{\partial s^2} + \frac{1}{2}\gamma^2 v \frac{\partial^2 u}{\partial v^2} + \rho \gamma sv \frac{\partial^2 u}{\partial s \partial v} + rs \frac{\partial u}{\partial s} + \kappa(\bar{v} - v) \frac{\partial u}{\partial v} - ru \]

\[ u(s, v, 0) = g(s, v). \]

Inclusion of stochastic volatility relieves the normality assumption by allowing for heavier tails and allows for clusters of high or low volatility to occur. The next section deals with the inclusion of stochastic volatility in the BS2HW model defined previously.
3.4 Heston-Hull-White-Hull-White

The most complete model in this work combines the BS2HW with the Heston yielding the Heston-Hull-White-Hull-White (H2HW):

\[
\begin{align*}
\frac{dS_t}{S_t} &= (r^d - r^f)dt + \sqrt{v_t}dW^S_t \\
\frac{dv_t}{v_t} &= \kappa(\bar{v} - v_t)dt + \gamma\sqrt{v_t}dW^v_t \\
\frac{dr^d_t}{r^d_t} &= \lambda_d(\theta_d(t) - r^d_t)dt + \eta_dW^d_t \\
\frac{dr^f_t}{r^f_t} &= \left[\lambda_f(\theta_f(t) - r^f_t) - \eta_f\rho_{S,r}\sqrt{v_t}\right]dt + \eta_fW^f_t \\
d[W^S_t, W^d_t] &= \rho_{S,S}dt, d[W^S_t, W^v_t] = \rho_{S,v}dt, d[W^f_t, W^d_t] = \rho_{r,r}dt, \\
d[W^v_t, W^d_t] &= \rho_{v,v}dt, d[W^S_t, W^v_t] = \rho_{S,v}dt.
\end{align*}
\]

The time-reversed pricing mechanism \(u\) of a contingent claim \(g(S_T, v_T, r^d_T, r^f_T)\) has to satisfy the following PDE

\[
\frac{\partial u}{\partial \tau} = \frac{1}{2} s^2 v \frac{\partial^2 u}{\partial s^2} + \frac{1}{2} \gamma^2 v \frac{\partial^2 u}{\partial v^2} + \frac{1}{2} \eta^2 d \frac{\partial^2 u}{\partial (r^d)^2} + \frac{1}{2} \eta^2 f \frac{\partial^2 u}{\partial (r^f)^2} \\
+ (r^d_T - r^d_t)s \frac{\partial u}{\partial s} + \kappa(\bar{v} - v) \frac{\partial u}{\partial v} + \lambda_d(\theta^d(T - \tau) - r^d_t) \frac{\partial u}{\partial r^d_t} \\
+ \lambda_f(\theta^f(T - \tau) - r^f_t - \rho_{S,r} \eta_f \sqrt{v}) \frac{\partial u}{\partial r^f_t} \\
+ \rho_{S,v} \gamma s v \frac{\partial^2 u}{\partial s \partial v} + \rho_{S,v,a} \eta_d s \sqrt{v} \frac{\partial^2 u}{\partial s \partial r^d} + \rho_{S,v} \eta_f s \sqrt{v} \frac{\partial^2 u}{\partial s \partial r^f} \\
+ \rho_{v,v,a} \eta_d v \frac{\partial^2 u}{\partial v \partial r^d} + \rho_{v,v} \gamma \gamma \eta_d \sqrt{v} \frac{\partial^2 u}{\partial v \partial r^f} + \rho_{r,v} \eta_f \eta_d \frac{\partial u}{\partial r^d \partial r^f} \\
- r^d_T u(s, v, r^d, r^f, 0) = g(s, v, r^d, r^f).
\]

The implementation used in this research is based on the work provided in [12]. Note that pricing with this model requires solving a 4 dimensional PDE which might result in large computational requirements. However, in case one is dealing with European options the PDE can be reduced to a 2 dimensional one which is shown in the next section.

**European options**

In the case of BS2HW, the switch from spot to forward exchange rate allowed to use analytic formulas derived for BS to price options under BS2HW. However, analytic formulas are not available for the Heston model yet and, therefore, have to be approximated. By
nature Heston is a 2 dimensional model of the asset where one dimension is the stock and the other is its volatility. When stochastic interest rates are added, the problem becomes 4 dimensional which in case of solving PDEs significantly reduces the speed and increases the computational load. In [18] the author has derived a faster method for solving Heston-Hull-White based on the tree method. However, at the time of writing the extensions to H2HW were not yet documented. In this section it is shown how (using change of measure arguments) we can reduce the pricing of European options to solving a 2-dimensional PDE. This provides a significant speed up compared to tackling it via 4 dimensional system.

The derivation starts by repeating the steps as in the BS2HW case, such that one finds that the forward exchange rate satisfies the following PDE under the forward measure.

\[
\frac{dF_t}{F_t} = \sqrt{v_t}dW_{t}^{\text{forward},S} + \eta_d b_d(t, T)dW_{t}^{\text{forward},d} - \eta_f b_f(t, T)dW_{t}^{\text{forward},f}
\]

\[
F_0 = S_0 \frac{P^f(0, T)}{P^d(0, T)}.
\]

with the variance process satisfying:

\[
dv_t = \kappa(\bar{v} - v_t)dt + \gamma \sqrt{v_t}dW_{t}^{\text{forward},v}.
\]

In order to derive the PDE, the steps from [20] are repeated in our context. To start, construct a portfolio \( \Pi \) consisting of 1 unit of the option with value\(^4\) \( V_t \), \( \Delta_t \) units of forward rate \( F_t \) and \( \phi_t \) units of another option \( U_t \) used in hedging the volatility. Then the portfolio value dynamics are given by

\[
\Pi_t = V_t + \Delta_t F_t + \phi_t U_t
\]

Assuming self-financing portfolio the following holds:

\[
d\Pi_t = dV_t + \Delta_t dF_t + \phi_t dU_t
\]

\(^4\)Note that \( V_t = V(t, F_t, v_t) \) and \( U_t = U(t, F_t, v_t) \)
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Then by Itô for $V$ we arrive at

$$dV_t = \frac{\partial V_t}{\partial t} dt + \frac{\partial V_t}{\partial F_t} dF_t + \frac{\partial V_t}{\partial v_t} dv_t + \frac{1}{2} \frac{\partial^2 V_t}{\partial F_t^2} d[F_t, F_t]_t + \frac{1}{2} \frac{\partial^2 V_t}{\partial v_t^2} d[v_t, v_t]_t + \frac{\partial^2 V_t}{\partial F_t \partial v_t} d[F_t, v_t]_t$$

$$= \frac{\partial V_t}{\partial t} dt + \frac{\partial V_t}{\partial F_t} dF_t + \frac{\partial V_t}{\partial v_t} dv_t$$

$$+ \frac{1}{2} F_t^2 (v_t + \eta_d^2 (b_d(t, T))^2 + \eta_f^2 (b_f(t, T))^2 + 2 \sqrt{v_t} \eta_d b_d(t, T) \rho_{S, r, d})$$

$$- 2 \sqrt{v_t} \eta_f b_f(t, T) \rho_{S, r, f} - 2 \eta_d b_d(t, T) \eta_f b_f(t, T) \rho_{r, d, r, f} \frac{\partial^2 V_t}{\partial F_t^2} dt$$

$$+ \frac{1}{2} \gamma v_t \frac{\partial^2 V_t}{\partial v_t^2} dt + \gamma \sqrt{v_t} \phi_t (\sqrt{v_t} \rho_{S, v} + \eta_d b_d(t, T) \rho_{r, d, v} - \eta_f b_f(t, T) \rho_{r, f, v}) \frac{\partial V_t}{\partial v_t} dt$$

$$= \left[ \frac{\partial V_t}{\partial t} + \frac{1}{2} v_t F_t^2 \frac{\partial^2 V_t}{\partial F_t^2} + \frac{1}{2} \eta_d^2 (b_d(t, T))^2 F_t^2 \frac{\partial^2 V_t}{\partial F_t^2} + \sqrt{v_t} \eta_d b_d(t, T) \rho_{S, r, d} F_t \frac{\partial^2 V_t}{\partial F_t^2} - \sqrt{v_t} \eta_f b_f(t, T) \rho_{S, r, f} F_t \frac{\partial^2 V_t}{\partial F_t^2}$$

$$- \eta_d b_d(t, T) \eta_f b_f(t, T) \rho_{r, d, r, f} F_t \frac{\partial^2 V_t}{\partial F_t^2} + \frac{1}{2 \gamma v_t} \frac{\partial^2 V_t}{\partial v_t^2} + \gamma v_t \phi_t \rho_{S, v} \frac{\partial^2 V_t}{\partial F_t \partial v_t}$$

$$+ \gamma \sqrt{v_t} \phi_t (\sqrt{v_t} \rho_{S, v} + \eta_d b_d(t, T) \rho_{r, d, v} - \eta_f b_f(t, T) \rho_{r, f, v}) \frac{\partial V_t}{\partial v_t} \right] dt$$

$$+ \frac{\partial V_t}{\partial F_t} dF_t + \frac{\partial V_t}{\partial v_t} dv_t$$

$$= A_V dt + \frac{\partial V_t}{\partial F_t} dF_t + \frac{\partial V_t}{\partial v_t} dv_t,$$

where $A_V$ contains all drift terms.

Note that the result is symmetric for $U$. Then $d\Pi_t$ is equal to

$$d\Pi_t = dV_t + \Delta_t dF_t + \phi_t dU_t$$

$$= (A_V + \phi_t A_U) dt + \left( \frac{\partial V_t}{\partial F_t} + \Delta_t + \phi_t \frac{\partial U_t}{\partial F_t} \right) dF_t + \left( \frac{\partial V_t}{\partial v_t} + \phi_t \frac{\partial U_t}{\partial v_t} \right) dv_t,$$

such that choosing

$$\phi_t = -\frac{\frac{\partial V_t}{\partial v_t}}{\frac{\partial U_t}{\partial v_t}}$$

$$\Delta_t = -\phi_t \frac{\partial U_t}{\partial F_t} - \frac{\partial V_t}{\partial F_t},$$

guarantees a payoff independent of stock/ volatility. Now note that $\Pi$ is defined under the forward measure meaning that it has to be a martingale under this measure. Therefore,
the drift term has to be zero:

\[ A_V + \phi_t A_U = 0 \]
\[ \Leftrightarrow \frac{\partial A_V}{\partial v_t} = \frac{\partial A_U}{\partial v_t}. \]

This implies that both sides can be written as functions of \( F_t, v_t, t \) ie \( f(F_t, v_t, t) \). As in [20] suppose \( f(F_t, v_t, t) = -\kappa(\bar{v} - v_t) \) then

\[ A_V = \kappa(\bar{v} - v_t) \frac{\partial V_t}{\partial v_t} \]
\[ \Leftrightarrow \]
\[ \frac{\partial V_t}{\partial t} + F_t^2 \left[ \frac{1}{2} \rho_s v + \frac{1}{2} \eta_d^2 (b_d(t, T))^2 + \frac{1}{2} \eta_f^2 (b_f(t, T))^2 \right] \frac{\partial^2 V_t}{\partial F_t^2} \\
+ \sqrt{\bar{v} \eta_d b_d(t, T) \rho_s r} - \sqrt{\bar{v} \eta_f b_f(t, T) \rho_s r} = 0 \]

\[ V_T(S, v, r^d, r^f, T) = g(S, v, r^d, r^f). \]

This derived PDE can be then solved using PDE methods similar to Heston’s, the only difference being that the coefficients are time-dependent. Although this means solving a different system of linear equations every iteration, the computational gain from reducing the dimensions outweighs it.
Chapter 4

Exposure of European options

This chapter focuses on European options which have one payoff at a single future date. Analytic results for a variety of European options (e.g. Binary, Vanilla, etc.) under the Black-Scholes model allow for analytic exposure evaluation as demonstrated further. Historically the majority of options and other derivatives were introduced as insurance products having positive payoffs. Hence for notation purposes the further results assume positive payoffs. In case the option of interest can result in negative payoff, most of the results can be extended with little additional effort. Exposure-wise this assumption also implies that $EPE$ is equal to $EE$.

4.1 Deterministic interest rates

In the case of deterministic discount factors several model-free results can be derived. For example, denote $S_t$ as the underlying and suppose that the option at time $T$ has a payoff $g(s)$. Then note that in a world of constant interest rates the option value at time 0 ($V(0)$) and for some future time $t > 0$ satisfy

$$V(0) = \mathbb{E}[e^{-rT}g(S_T)|\mathcal{F}_0]$$

$$= \mathbb{E}[\mathbb{E}[e^{-rT}g(S_T)|\mathcal{F}_t]|\mathcal{F}_0]$$

$$= \mathbb{E}[e^{-rt}\mathbb{E}[e^{-r(T-t)}g(S_T)|\mathcal{F}_t]|\mathcal{F}_0]$$

$$= \mathbb{E}[e^{-rt}V(t)|\mathcal{F}_0]$$

$$= e^{-rt}\mathbb{E}[V(t)|\mathcal{F}_0]$$

$$= e^{-rt}EE(t)$$

$$= EE(t),$$
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where $r$ is the relevant interest rate. Hence for such options, the exposure in current terms is constant over time and equal to existing price. In addition, this result allows to retrieve the derivatives of exposure using those of the option in question. Having obtained the derivatives one can proceed and compute the sensitivities of CVA. Now suppose that the pricing mechanism $V_t(S_t)$ is strictly increasing in spot price (e.g. call options, short put options).

$$Q(S_t \leq s|S_0 = s_0) = q \Rightarrow Q(V_t(S_t) \leq V_t(s)|S_0 = s_0) = q \Rightarrow PFE_q(t) = V_t(s),$$

where $Q$ is the risk neutral measure. This means that the $PFE$ can be retrieved by first retrieving the quantile value of the underlying and then plugging it into the pricing formula. In case of Black-Scholes the quantiles can be evaluated analytically, but then so can $PFEs$. For the majority of other models it has to be approximated numerically. Nevertheless, the big advantage of such formulation that one has to only approximate the quantile function of the underlying once and then can use it to assess the risk of a whole portfolio of derivatives. The approach here extends to weakly decreasing/increasing pricing formulas with the appropriate change of inequalities.

This result has another important practical implication. Usually to price a derivative one would calibrate a model to a given vanilla option price surface and then use the model to price other derivatives. When one is only interested in exposure evaluation one can directly use the price surface to retrieve the probability distribution which in turn yield an estimate of the quantile function. For example, in case one has obtained a call option surface (i.e. a function $C(k, t)$), he/she could retrieve the implied density function by doing the following

$$C(k, t) = e^{-rt} \int_0^\infty \max\{s - k, 0\} p(s) ds \Rightarrow e^{rt} \frac{\partial C(k, t)}{\partial k} = \int_k^\infty p(s) ds \Rightarrow e^{rt} \frac{\partial^2 C(k, t)}{\partial k^2} = -p(k),$$

using the fundamental theorem of calculus.

From analytic perspective these results are very attractive, but deterministic interest rates are rather restrictive. A practical compromise could be to assume only the foreign interest rates to be stochastic, note that the results above would still hold true. Moreover, $EE$ result would remain valid in case of derivatives with dependence on both the exchange and foreign interest rates. $PFEs$ could be directly found in case the marginal distribution of the exchange rate can be derived, but otherwise one would have to resort to more extensive numerical procedures such as FDMC which are considered further in the thesis.
4.2 Stochastic interest rates

The addition of randomness to the discount factors provides a share of complications which limit the amount of results available in analytic form. In contrast to the previous section, suppose that the interest rate market is driven by some short rate \( r^d_t \). Then

\[
\tilde{E}E(t) = \mathbb{E} \left( e^{-\int_0^t r^d_u du} V(t) | \mathcal{F}_0 \right) \\
= \mathbb{E} \left( e^{-\int_0^t r^d_u du} \mathbb{E} \left( e^{-\int_t^T r^d_u du} g(S_T) | \mathcal{F}_t \right) | \mathcal{F}_0 \right) \\
= \mathbb{E} \left( \mathbb{E} \left( e^{-\int_0^T r^d_u du} g(S_T) | \mathcal{F}_t \right) | \mathcal{F}_0 \right) \\
= \mathbb{E} \left( e^{-\int_0^T r^d_u du} g(S_T) | \mathcal{F}_0 \right) \\
= V(0),
\]

using the law of iterated expectations. Hence, for European options that do not depend on domestic interest rate the expected exposure at any future date in current terms is just the current price of the option. However, in the case of expected exposure \( EE(t) = \mathbb{E}(V_t|\mathcal{F}_0) \) the results depend on the selected model. In case of BS2HW the result would involve solving three dimensional integral or selecting some relevant numeraire to make the computation simpler. For more complex models like H2HW the measure change would result complexities which would to numerically solved.

Assume that analytic expressions for some derivative are available and depend only on and are monotonic in the future spot price. In addition, suppose that the future asset distribution also has an analytic expression. Then one could invert the distribution function to get a quantile function of the underlying. This in turn can be used to fetch the required quantiles of the exchange rate and retrieve the values of the derivative price which would yield the PFEs in question. In cases where the future option price depends on more than just the future exchange rate (e.g. swap) one would have to use the analytic distribution function to simulate the distribution of the underlying and retrieve the option price for each simulated case. These simulated option prices could then be used to approximate the quantile function, so that PFEs could be retrieved.
Chapter 5

Exposure calculation using the FDMC method

Credit counterparty risk being mentioned more often than ever before, there is a pressure to be able to evaluate and price that risk. In case the options are European the guidelines from the previous chapter can be used for that purpose. For more complex derivatives, such as path dependent options, the authors in [7] propose a combined Finite Difference Monte-Carlo (FDMC) method to model the distribution of the future derivative price. The pseudo-code for the algorithm is as follows:

1. Select $\Delta t, N$, solve FD;
2. Take $t = \Delta t$;
3. Using MC to simulate $N$ realisations of the underlying;
4. For each of the simulated underlying states compute the respective derivative price using FD;
5. In case early exercise is allowed, set the derivative price to 0 for paths which have been exercised up to and including time $t$;
6. Calculate the exposure metrics using the simulated distribution of the derivative prices;
7. If needed discount the exposure metrics;
8. If $t$ is smaller than the derivative maturity take $t = t + \Delta t$ and go to step 3, else quit.

The combination of the simplicity of the MC simulations and the ability of FD methods to compute a price for a range of spot prices at once allows to compute exposure statistics in a simple and tractable manner. Next to that, the method is attractive because it is:
• Possible to include correlation between all the state variables (e.g. in H2HW exchange rate, volatility, interest rates);
• Simple to get the greeks of CVA are as shown in [8];
• Possible to correlate default probability with the underlying asset as shown in [17];
• Simple to measure exposures of path-dependent options.

In the next two sections of this chapter MC implementation is described and the solving of the PDE is reviewed in more detail.

5.1 Monte-Carlo method

To evaluate future exposure one needs to get an estimate of the future distribution of the underlying. This can be done in multiple ways:

• By an analytic expression for the distribution when it is available (e.g. BS, BS2HW);
• Distribution can be approximated using characteristic function (e.g. Levy models);
• Using the pricing PDE one can derive the respective Fokker-Planck/Kolmogorov forward equation describing the dynamics of the probability density of the underlying;
• Underlying can be simulated using some Monte-Carlo scheme.

Although others might provide specific benefits, the reason for choosing MC is that one can simulate once and then reuse those simulations for different types of options (e.g. European, American and/or Barrier). Moreover, it is straightforward to implement a general algorithm. Lastly, MC by nature is a parallel algorithm and can be moved on to distributed systems with little effort.

Regarding the case in question, interest rates and FX rate SDEs are approximated using the Euler scheme, i.e. when the process $X_t$ satisfies the PDE

$$dX_t = f(X_t)dt + \sigma dW_t,$$

it is approximated by

$$\Delta X_t = f(X_t)\Delta t + \sigma \Delta tZ.$$
where

\[ \Delta X_t = X_t - X_{t-\Delta t} \]

\[ Z \sim N(0, 1) \]

Additional attention requires the volatility process which is modeled as the CIR process

\[ dv_t = \kappa(\bar{v} - v_t)dt + \gamma\sqrt{v_t}dW^v_t \]

This process is restricted to being non-negative, but the long term mean \( \bar{v} \) typically is close to zero (\( \bar{v} = 0.04 \) implies 20% average annual volatility). However, Euler scheme would not implement such a restriction and some adjustments have to be made. In this work for the simulation of the volatility process QE scheme is used as proposed in [2] which significantly improves the quality of the simulation.

### 5.2 Finite Difference method

One possible method of pricing derivatives is via solving the corresponding PDE. Finite Difference (FD) method is a way to do so, but one has to give extra attention to which numerical FD scheme is stable and appropriate for the given PDE. Since any previously discussed model is a nested one under H2HW, this work concentrates on the solution of the PDE in (3.3). The solution of this 3-dimensional HHW PDE using ADI schemes was discussed in [12] and we follow their approach.

The one dimensional derivatives are approximated using the following

1st backward - \( f'(x_i) \approx \alpha_{-2}f(x_{i-2}) + \alpha_{-1}f(x_{i-1}) + \alpha_0f(x_i), \) (5.1)

1st central - \( f'(x_i) \approx \beta_{-1}f(x_{i-1}) + \beta_0f(x_i) + \beta_1f(x_{i+1}), \) (5.2)

1st forward - \( f'(x_i) \approx \gamma_0f(x_i) + \gamma_1f(x_{i+1}) + \gamma_2f(x_{i+2}), \) (5.3)

2nd central - \( f''(x_i) \approx \delta_{-1}f(x_{i-1}) + \delta_0f(x_i) + \delta_1f(x_{i+1}), \) (5.4)
with
\[ \alpha_{-2} = \frac{\Delta x_i}{\Delta x_i (\Delta x_i + \Delta x_{i-1})}, \quad \alpha_{-1} = -\frac{\Delta x_i - \Delta x_{i-1}}{\Delta x_i - \Delta x_{i-1}}, \quad \alpha_0 = \frac{\Delta x_{i-1} + 2\Delta x_i}{\Delta x_i (\Delta x_i + \Delta x_{i-1})}, \]
\[ \beta_{-1} = \frac{-\Delta x_{i+1}}{\Delta x_{i+1} (\Delta x_{i+1} + \Delta x_{i+2})}, \quad \beta_0 = \frac{\Delta x_{i+1} - \Delta x_i}{\Delta x_{i+1} - \Delta x_i}, \quad \beta_1 = \frac{\Delta x_i}{\Delta x_{i+1} (\Delta x_i + \Delta x_{i+1})}, \]
\[ \gamma_0 = \frac{-2\Delta x_{i+1} - \Delta x_{i+2}}{\Delta x_{i+1} (\Delta x_{i+1} + \Delta x_{i+2})}, \quad \gamma_1 = \frac{\Delta x_{i+1} + \Delta x_{i+2}}{\Delta x_{i+1} \Delta x_{i+2}}, \quad \gamma_2 = \frac{-\Delta x_{i+1}}{\Delta x_{i+2} (\Delta x_{i+1} + \Delta x_{i+2})}, \]
\[ \delta_{-1} = \frac{2}{\Delta x_i (\Delta x_i + \Delta x_{i+1})}, \quad \delta_0 = -\frac{2}{\Delta x_i \Delta x_{i+1}}, \quad \delta_1 = \frac{2}{\Delta x_{i+1} (\Delta x_i + \Delta x_{i+1})}, \]

where \( \Delta x_i = x_i - x_{i-1} \). Equations (5.1), (5.2) and (5.3) are the backward, central and forward approximations of the first-order derivative, respectively. The formula in (5.4) is the usual central second-order derivative approximation. Since the PDEs under consideration contain mixed-terms those are approximated applying the first order approximations twice in each dimension.

Suppose one has the following meshes at hand:

- \( 0 = s_0 < ... < s_{m_S} = S_{\text{max}} \),
- \( 0 = v_0 < ... < v_{m_v} = V_{\text{max}} \),
- \( -R_{\text{max}} = r_{d0}^d < ... < r_{d_m}^d = R_{\text{max}} \),
- \( -R_{\text{max}} = r_{f0}^f < ... < r_{f_m}^f = R_{\text{max}} \),

where \( S_{\text{max}}, V_{\text{max}}, R_{\text{max}} \) are the maximum values considered in the grid and \( m_S, m_v, m_d, m_f \) are the mesh sizes in the stock, volatility, domestic and foreign interest rate domains respectively. Then define the vector \( U(t) \) to be\(^1\)

\[ U(\tau) = (u(\tau, s_0, v_0, r_{d0}^d, r_{f0}^f), u(\tau, s_0, v_0, r_{d1}^d, r_{f1}^f), ..., u(\tau, s_{m_S}, v_{m_v}, r_{d_m}^d, r_{f_m}^f))^T. \]

Using the FD approximations the PDE (3.3) can be approximated by the following system of ODEs:

\[ \frac{\partial U}{\partial \tau} = A(\tau) U + g(\tau), \]

where \( g \) contains terms related to boundary conditions. To apply ADI schemes both \( A(\tau) \)

\(^1\)The vector is formed by traversing the mesh points in the hypercube along the \( r^f \) dimension first and then along \( r^d, v, S \) respectively.
and \( g \) have to be split into

\[
A(\tau) = A_0 + A_s + A_v + A_{rd}(t) + A_{rf}(\tau) \\
g(\tau) = g_0 + g_s + g_v + g_{rd}(t) + g_{rf}(\tau),
\]

where subscript 0 means that the matrix/vector contains terms related to the mixed derivatives and in other cases denotes to which variable related terms it contains. In what follows the Hundsdorfer–Verwer (HV) scheme from [12] is applied. It iterates over the solution vector \( U \) in the following manner\(^2\):

\[
Y_0 = U_{n-1} + \Delta \tau (A(\tau_n)U_{n-1} + g(\tau_{n-1})) \\
Y_j = Y_{j-1} + \theta \Delta \tau [A_j(\tau_n)Y_j + g_j(\tau_n) - A_j(\tau_{n-1})U_{n-1} - g_j(\tau_{n-1})] ; j \in 0, s, v, r_d, r_f \\
\tilde{Y}_0 = Y_0 + \frac{1}{2} \Delta \tau [A(\tau_n)Y_{r_f} + g(\tau_n) - A(\tau_{n-1})U_{n-1} - g(\tau_{n-1})] \\
\tilde{Y}_j = Y_{j-1} + \theta \Delta \tau [A_j(\tau_n)Y_j + g_j(\tau_n) - A_j(\tau_{n-1})U_{n-1} - g_j(\tau_{n-1})] ; j \in 0, s, v, r_d, r_f \\
U_n = \tilde{Y}_{r_f},
\]

where \( \theta = \frac{1}{2} + \frac{1}{6}\sqrt{3} \) as suggested in [12].

Having skipped the boundary and mesh construction specifics, we return to properly define this in the following subsections.

**Boundary conditions**

Solving a partial differential equation for an initial value problem requires selecting appropriate boundary conditions. Usually academic papers focus on a specific derivative and fine-tune the boundary conditions (e.g. [12]) per derivative. However, this approach limits the generality of the algorithm and in a worst-case scenario be the root of numerical instability (e.g. oscillations arising in case Neumann boundary conditions are used in the volatility direction for Heston PDE). Hence thorough this work analysis is done by taking the payoff as the boundary condition. In other words, for every mesh point \((S, v, r_d, r_f)\) belonging to the boundary of \([0, S_{max}][0, V_{max}] \times [-R_{max}, R_{max}] \times [-R_{max}, R_{max}]\) the following holds

\[
U(\tau, S, v, r_d, r_f) = g(S, v, r_d, r_f).
\]

One might argue that for any specific payoff there are better boundary conditions, however, as long as the boundary condition does not cause instability in the solving scheme the

\(^2\)When \( j \) is 0, s, v, rd, rf, \( j - 1 \) refers to the previous element in the list 0, s, v, rd, rf
impact of a "bad" boundary condition can be diminished by choosing large enough hyper-
cube. Therefore, a better boundary condition would improve mostly the solutions close to
the boundary which by construction are extreme cases.

To insure against a possible "wrong" boundary condition one has to choose a far away
boundary point. If one is using a uniform grid this would entail either a large number of
grid points or big gaps between the grid points implying a poor solution approximation. To
deal with this, the next section describes a non uniform grid which effectively assigns grid
points.

5.2.1 Spatial grid construction

This thesis concentrates on rather simple derivatives (European and American puts,
Up-and-out calls) which have in common high curvature around the strike price. Using this
property, the FD grid is constructed following the guidelines presented in [12]. Recall that
the PDE is defined on $\mathbb{R}^3 \times \mathbb{R}^+$. To solve it numerically the domain has to be truncated to
$[0, S_{max}] \times [-R^d_{max}, R^d_{max}] \times [-R^f_{max}, R^f_{max}] \times [0, V_{max}]$. In what follows a restriction $R_{max} = R^d_{max} = R^f_{max}$ is applied, since the differences in interest rate grids are relatively small when
large endpoints are chosen.

At the starting point grids for all four dimensions have to be chosen:

- Due the fact that call/put option payoff is not differentiable at the strike $K$, in the
  $s$-direction the grid is chosen to be dense and uniform in $[S_{left}, S_{right}] \subset [0, S_{max}]$
  where $K \subset [S_{left}, S_{right}]$. Using some $m_s \geq 1$, $d_s > 0$ and equidistant set of points
  $\xi_{min} = \xi_0 < \xi_1 < ... < \xi_{m_s} = \xi_{max}$ given by

\[
\xi_{min} = \sinh^{-1}\left(\frac{-S_{left}}{d_s}\right)
\]
\[
\xi_{int} = \frac{S_{right} - S_{left}}{d_s}
\]
\[
\xi_{max} = \xi_{int} + \sinh^{-1}\left(\frac{S_{max} - S_{right}}{d_s}\right),
\]

the mesh in $0 = s_0 < s_1 < ... < s_{m_s} = S_{max}$ is defined by

\[
s_i = \phi(\xi_i), i = 0, ..., m_s
\]
where

\[
\phi(\xi) = \begin{cases} 
S_{\text{left}} + d_S \sinh(\xi), & \xi_{\text{min}} \leq \xi \leq 0 \\
S_{\text{left}} + d_S \xi, & 0 \leq \xi \leq \xi_{\text{int}} \\
S_{\text{right}} + d_S \sinh(\xi - \xi_{\text{int}}), & \xi_{\text{int}} < \xi \leq \xi_{\text{max}}
\end{cases}
\]

In this mesh parametrisation the parameter \(d_S\) controls the amount of points in the interval \([S_{\text{left}}, S_{\text{right}}]\).

- For the \(v\)-direction parameters \(m_v, d_v, V_{\text{max}}\) have to be selected. At first the following is computed

\[
\Delta \eta = \frac{1}{m_v} \sinh^{-1} \left( \frac{V_{\text{max}}}{d_v} \right),
\]

and the intermediate mesh is generated by \(\eta_i = i \Delta \eta, i = 0, ..., m_v\). Then the required mesh for the volatility is calculated by

\[
v_i = d_v \sinh(\eta_i), i = 0, ..., m_v.
\]

The parameter \(d_v\) regulates the amount of points close to 0.

- The domestic and foreign interest rate grids have the same formulations with different parameters. Hence, only general scheme is presented here. In construction of the mesh the parameters \(m_r, d_r, c_r\) and \(R_{\text{max}}\) are required. First one computes

\[
\Delta \zeta = \frac{1}{m_r} \left[ \sinh^{-1} \left( \frac{R_{\text{max}} - c_r}{d_r} \right) - \sinh^{-1} \left( \frac{-R_{\text{max}} - c_r}{d_r} \right) \right],
\]

which is then used for the intermediate grid defined by

\[
\zeta_i = \sinh^{-1} \left( \frac{-R_{\text{max}} - c_r}{d_r} \right) + i \Delta \zeta, i = 0, ..., m^r.
\]

The latter is then used to generate the \(r\)-grid by

\[
r_i = c_r + d_r \sinh(\zeta_i), i = 0, ..., m^r.
\]

The parameters \(c_r\) sets the center of the grid and \(d_r\) governs the grid density around it. As shown in [12] the meshes are smooth in all three directions.

In this work the following grid parameters are used:

- \(S_{\text{max}} = 25K, S_{\text{left}} = \max\{0.5, e^{-0.25T}\}\), \(m_s = 4m, d_S = K/20\)
\begin{itemize}
  \item $V_{\text{max}} = 15, m_d = 2m, d_v = V_{\text{max}}/2000$
  \item $R_{\text{max}} = 1, m_r = m, d_r = R_{\text{max}}/400$
  \item $\Delta t = T/n$.
\end{itemize}

where $m, n$ are chosen to get results with a specified level of precision. For the put option $S_{\text{right}} = K$ and $S_{\text{max}} = 25K$, whereas in the case of a up-and-out call option $S_{\text{right}} = S_{\text{max}} = B$.

It is noteworthy to mention that although [12] provided suggestions for the required parameters, during the experimental stage of this work it was observed that further fine-tuning is required. One has to be particularly cautious about the volatility dimension. For some of conducted experiments the initial variance was between 0 and first grid point leading to poor price estimates. To counter this the grid in $v$ dimension was constructed more dense around zero by choosing smaller value for $d_v$.

Also, it was noticed that the number of grid points can be reduced by choosing a smaller number of grid points in the interest rate dimensions. This can be explained by the fact that HW processes imply rather simple dynamics on the resulting derivative, so that the solution is flatter when compared to the curvature of solution in the variance dimension.

For long maturities MC simulations can explore scenarios outside the hypercube that FD is solved on. In situations like this prices are set equal to payoff as if the maturity was today. Extrapolations were avoided since close to the boundary there are few points so extrapolations are highly unreliable.

Implementation of high dimensional PDE solvers can become tedious increasing the code bug rate and, therefore, development time. To ease this stage for those interested, Appendix A contains notes on how high-dimensional PDE problems can be addressed using the Kronecker products. Such an implementation combines these ideas with sparse matrices and LU decomposition yielding a well-structured and efficient script.

5.3 Extensions of the FD solution scheme

5.3.1 Pricing a portfolio of European options

The discussions with my supervisors yielded an observation that the exposure for a complete portfolio of European derivatives can be computed with only one sweep in FD method. The computation at its core is similar to pricing a swap option and the latter has been explored in [6].
The first step requires focusing on cash flows instead of payoffs. Suppose one has $M$ options with maturities $T_i$ and payoffs $g_i(S_{T_i}, v_{T_i}, r^d_{T_i}, r^f_{T_i})$. Then define the cash-flow function $g(t, s)$ as

$$g(t, s, v^d, r^f) = \sum_{i=1}^{N} 1_{\{t = T_i\}} g_i(s, v^d, r^d, r^f).$$

To price this stream of payoffs a mild adjustment has to be made to the FD scheme. The solution at the initial point has to be set to $U_0 = g(T - \tau_0, \vec{S}, \vec{v}, \vec{r}^d, \vec{r}^f)$ with vectors $\vec{S}, \vec{v}, \vec{r}^d, \vec{r}^f$ defined as in Appendix A.1.2. Also, (5.9) has to be changed to

$$U_n = \tilde{Y}_{r^f} + g(T - \tau_n, \vec{S}, \vec{v}, \vec{r}^d, \vec{r}^f).$$

(5.10)

This allows one can price a portfolio of derivatives with payoffs depending on a combination of exchange rate, volatility, domestic and foreign rates. The only drawback of this approach is the need to choose a relevant spatial discretisation which would be more dense close to the heavily curved parts of the payoffs.

### 5.3.2 Pricing American and Barrier options

FD methods are valued because of their ability to price several early-exercise options. Here the idea of the previous subsection is generalised to price American and Barrier options. Generalize the step (5.10) to

$$U_n = \tilde{g}(\tilde{Y}_{r^f}, T - \tau_n, \vec{S}, \vec{v}, \vec{r}^d, \vec{r}^f).$$

where $\tilde{g}$ is some user selected function. Then a $T$-maturity up-and-out call option with barrier $B$ and strike $K$ can be priced by selecting:

$$\tilde{g}(y, t, s, v^d, r^f) = 1_{\{t < T\}} 1_{\{s < B\}} y + 1_{\{t = T\}} 1_{\{s < B\}} (s - K)^+$$

To retrieve the price of an American call option the function to be chosen is:

$$\tilde{g}(y, t, s, v^d, r^f) = \max\{y, (s - K)^+\}$$

This formulation has little impact on the underlying mathematics apart from notation, but has helped in achieving implementation efficiency and code quality. Moreover, it allowed

---

3In this section a single argument function of a vector should be understood as vector containing element-wise functions of the vector. For multi-argument function the result would be a vector with function applied to respective vector elements.
to adapt the regular FD solver to more complex options resulting in shorter development time.
Chapter 6

Case study

The previous chapter examined the pricing differences under several FX models. Although it gave inference for an arbitrary parameter set, the market conditions can be vastly different. To address these issues in this chapter, real data is used to calibrate parameters and draw conclusions in actual market scenarios.

6.1 Market conventions

The calibration of the models is executed by fitting market prices with model prices. However, the volatilities in FX markets is defined in terms of Delta levels, so that conversion to prices has to take place before calibration. The conversion procedure outlined here follows [19].

In exchange markets the quotes are given in risk reversals (\(RR\)) and butterflies (\(FLY\)). For \(x\) Delta level and fixed maturity the definitions of the two are:

\[
RR(x) = \sigma_C(x) - \sigma_P(x)
\]
\[
FLY(x) = \frac{\sigma_C(x) + \sigma_P(x)}{2} - \sigma_{ATM},
\]

where \(\sigma_C(x)\) and \(\sigma_P(x)\) are the volatilities of the call and put options which both have Delta equal to \(x\) and \(\sigma_{ATM}\) is the volatility of an at-the-money option. Note that at-the-money level for FX options is the where call and put have the same Delta, but different sign.

System (6.1) can be solved for the call and put option volatilities yielding

\[
\sigma_C(x) = FLY(x) + \frac{RR(x)}{2} + \sigma_{ATM}
\]
\[
\sigma_P(x) = FLY(x) - \frac{RR(x)}{2} + \sigma_{ATM}.
\]
Having obtained the volatilities one proceeds with the calculation of the strike, which for EURUSD means using the equation:

\[
K(w, \sigma, \Delta) = F(t, T) \exp \left[ -w\sigma \sqrt{T - t} \Phi^{-1} \left( \frac{\Delta}{P(t, T)} \right) + \frac{\sigma^2(T - t)}{2} \right],
\]

with

\[
F(t, T) = S_t \frac{P(t, T)}{P(t, T)}.
\]

and \( w = 1 \) in case of a call and \( w = -1 \) otherwise.

### 6.2 Data

The focus of this case study is options on EURUSD exchange rate. The dataset\(^1\) includes European option volatilities, USD and EUR yield curve data as measured on 2014-04-11 and which is available for inquiry in Appendix tables C.1, C.2 and C.3 respectively. Note that in this case USD is the domestic currency (ccy) and EUR is the foreign one.

Figures 6.1 and 6.2 presents the volatility and surfaces computed using the risk reversal

---

\(^1\)The author wishes to express gratitude to ING for providing the data.
and butterfly data. A quick look at the chart reveals that the smile has a substantial skew.

The shape of the skew in Figure 6.1 imply that out of the money puts are going to be more expensive than if they were priced with at-the-money volatility levels. Therefore, the implied chances of the EURUSD decreasing are higher than they would be in simple Black-Scholes.

### 6.3 Calibration

The pricing of derivatives under H2HW require estimating 14 parameters: 2 per HW component, 4 for volatility process and 6 correlations. Although technically it is possible to calibrate all the parameters to one surface, it would entail a different parameter set per product calibrated. For example, in case parameter fitting is performed for EURUSD and GBPUSD options separately, it would lead to having differing parameters for the USD interest rate component. Therefore, calibrating all the components to a single option surface introduces ambiguity in the choice of parameters for pricing other options.

The calibration scheme used contains:

1. Calibrating HW components to swaptions;
2. Calibrating Heston to the price surface;
3. Retrieving observable correlations from historical data (\(\rho_{S,r_d}, \rho_{S,r_f}, \rho_{r_d,r_f}\));

4. Calibrating the remaining correlations to the price surface.

Note that before calibrating H2HW, Heston is calibrated. This is done in order to reduce the computational complexity and simplify the optimization problem. Moreover, efficient calibration procedures for Heston are available.

Since pure HW model is of little interest in the context of this work the estimates for the interest rate processes were provided by ING:

\[
\begin{align*}
\lambda_d &= 0.01, \eta_d = 0.00917940269182; \\
\lambda_f &= 0.01, \eta_f = 0.00754794484330; \\
\rho_{S,r_d} &= -0.01144108, \rho_{S,r_f} = -0.3124035, \rho_{r_d,r_f} = 0.6336561.
\end{align*}
\]

For calibration purposes FD methods are too time consuming since per run they provide prices of option with single strike under different spot prices. On the other hand, the goal of price fitting is to match the prices of options with multiple strike prices and one spot price. Having this in mind, calibration is implemented by using the COS method as described in [9]. The target to minimize was the squared error, i.e.

\[
\sum_{i=1}^{N_T} \sum_{j=1}^{N_K} (C_{Mkt}(T_i, K_{i,j}) - C_{Hes}(T_i, K_{i,j}, \phi))^2
\]

where

- \(N_T\) is the number of different maturities;
- \(T_i\) denotes the \(i\)-th maturity;
- \(N_K\) is defined as the number of different strikes per maturity;
- \(K_{i,j}\) means the \(j\)-th strike of \(i\)-th maturity;
- \(C_{Mkt}(t, k)\) gives the observed market price of an European call with maturity \(t\) and strike \(k\);
- \(C_{Hes}(t, k, \phi)\) stands for the price of an European call with maturity \(t\) and strike \(k\) under the Heston model with parameters \(\phi\).

Solving for optimal parameters under Matlab’s \textit{fminunc} yielded the following parameters:

\[
\begin{align*}
v_0 &= 0.0037, \kappa = 0.6054, \bar{v} = 0.0116, \gamma = 0.1811, \rho_{S,v} = -0.24.
\end{align*}
\]
Figure 6.3 presents calibration errors. It can be observed that in absolute terms the fit worsens with increasing maturity. Moreover it seems to lack the flexibility to capture the curvature around the strike price as the error in most maturities is highest in that region. Analysing the Heston implied prices in a relative sense reveals that the percentage difference is greatest for out of the money calls. The relative difference is substantial in the very short term options (e.g. overnight, 1 week, 2 weeks) which is a known feature of Heston model. On the other hand those options have very small values and a small error is large relative to the price.

The last step of the calibration procedure involves fitting the full H2HW model. Using the parameters obtained in HW and Heston calibration only two parameters of correlation need to be fitted $\rho_{v,r}^d$ and $\rho_{v,r}^f$. Note that these parameters have to be restricted so that it results in a proper covariance matrix between the Brownian motions. These parameters were optimised using the grid search method over the space of valid correlation values. The algorithm yielded $\rho_{v,r}^d = -0.96$ and $\rho_{v,r}^f = -0.45$ as the optimal values.

### 6.4 Calculation of default probabilities using CDS premiums

The FX models define the prices and discount factors per parameter set. To be able to compute the CVAs also survival rate probabilities are required. Since these are not quoted explicitly in the market, the information has to be inferred using the credit default swaps.

A credit default swap (CDS) is a financial product invented for the bond market by Blythe Masters of JP Morgan in 1994. Using this contract the buyer receives a predefined amount of money (aka. notional) in case the party under consideration defaults. In return the buyer pays regularly some percentage of the notional to the seller until the party defaults or the contract reaches maturity.

By itself the CDS premium provides no explicit information on probabilities, but coupled with a model one can extract them. In this work the model for this purpose is chosen following the work in [8]. It starts by defining:

$$q(t) = e^{-\lambda_{haz}t}, \lambda_{haz} > 0$$

where $q(t)$ is the survival probability and $\lambda_{haz}$ is the hazard rate parameter setting the general likelihood of party’s default.

On the other hand, as shown in [1] the CDS premium $S$ can be computed using the
Figure 6.3: Difference between Heston implied and market prices.
formula:

\[ S = \frac{(1 - R) \sum_{i=1}^{N} D(t_i) (q(t_{i-1}) - q(t_i))}{\sum_{i=1}^{N} D(t_i) q(t_i) \Delta t + \sum_{i=1}^{N} D(t_i) (q(t_{i-1}) - q(t_i)) \frac{\Delta t}{2}} \]

where

- \( \Delta t \) - time between buyer’s payments;
- \( t_i = i \Delta t, i = 1, ..., N \) - timepoints when CDS buyer pays to the insurer;
- \( R \in [0, 1] \) - recovery rate given as proportion of capital recovered given counterparty’s default;
- \( D(\cdot) > 0 \) - discount curve.

In Appendix B it is show that there is a one-to-one correspondence between the hazard rate \( \lambda_{haz} \) and CDS premium \( S \). The conversion can be done using the formula:

\[ \lambda_{haz} = \frac{1}{\Delta t} \ln \left( \frac{1 - R + S \frac{\Delta t}{2}}{1 - R - S \frac{\Delta t}{2}} \right). \]

(a) CDS premium and equivalent hazard rate for different recovery and hazard rates with quarterly payments. (b) Survival probabilities for different recovery and hazard rates over time (years) with quarterly payments.

Figure 6.4a shows the CDS level versus the resulting hazard rates. One can observe that in case of \( R = 0 \) and an approximation \( \lambda_{haz} = S \) can provide sufficiently accurate results. Figure 6.4b plots the survival probabilities over time for multiple recovery rates and CDS premiums. It can be noted that in case CDS premium is small the impact of recovery rate is negligible. This conforms with the financial reasoning since low enough CDS implies close to
0 default probability and in this case one just does not expect the company to default and any capital recovery is unnecessary. Lastly, the change of payment frequency had insignificant impact on hazard rates and survival probabilities.

6.5 The impact of stochastic interest rates and volatility on derivative exposures

The focus of this section is to quantify the impact of adding stochastic volatility and interest rate risk on the prices and exposure profiles for a couple of derivative contracts. The analysis starts by extending the results of [7] about American put option and then moves on to up-and-out call option.

The measures tracked in this work include:

- Simple price/ CVA differences to assess the impact in monetary terms;
- Price/ CVA differences expressed as percentage of BS2HW. This metric provides a relative measure allowing to compare differences across strikes and maturities;
- An additional run of BS2HW is executed with volatility increased by 0.01 and using the resulting difference between the two BS2HW runs gives the sensitivity of the Price/ CVA to 1% change in volatility. Then Price/ CVA differences between models are expressed in terms of 1% BS2HW vega. Options are usually quoted in terms of their BS volatilities. Hence this provides an estimate how much the BS volatility has to be adjusted to price in interest rate risk and volatility skew.

This section uses the calibrated parameter set which in complete form are:

\[
\begin{align*}
S_0 &= 1.3886 \\
\lambda_d &= 0.01, \eta_d = 0.00917940269182; \\
\lambda_f &= 0.01, \eta_f = 0.00754794484330; \\
v_0 &= 0.0037, \bar{\nu} = 0.0116, \kappa = 0.6054, \gamma = 0.1811;
\end{align*}
\]

\[
\begin{pmatrix}
1 & \rho_{S,v} & \rho_{S,r}^d & \rho_{S,r}^f \\
... & 1 & \rho_{\nu,r}^d & \rho_{\nu,r}^f \\
... & ... & 1 & \rho_{r,r}^d, r_f \\
... & ... & ... & 1
\end{pmatrix}
= 
\begin{pmatrix}
1 & -0.24 & -0.01144108 & -0.3124035 \\
... & 1 & -0.96 & -0.45 \\
... & ... & 1 & 0.6336561 \\
... & ... & ... & 1
\end{pmatrix}.
\]

It has to be mentioned that HW model is reduced to Vasicek. This is done for clarity as in case of yields curves the effect of yields would be entangled with the impact of stochastic...
volatility possibly resulting in mixed/ wrong conclusions about skew impact. Ergo, IR parameters are

\[
\begin{align*}
r_0^d &= 0.001714, \theta_d(t) = \theta_d = 0.0042286 \\
r_0^f &= 0.0012175, \theta_f(t) = \theta_f = 0.0055060
\end{align*}
\]

(6.3)

which are chosen similar to ones prevailing in the market.

### 6.5.1 American put

The starting point of early exercise options on EURUSD is the American put option. American option is a generalisation of European version since it allows for exercise anytime until maturity. Although American call option under stochastic interest rates is not equal to its European counterpart, the results are computed for American put options such that they could be compared to other research.

#### Error analysis

The application of the FD scheme requires grid parameter selection. In order to confirm the validity of the results an error analysis is performed. In the case considered the FD grid depends on two parameters:

- **m** - regulating the density of points in the spatial dimensions. Recall that \( m_S = 4m, m_v = 2m, m_{r_d} = m_{r_f} = m; \)

- **n** - controlling the number of points in the time dimension.

The limiting factor is the computational time required to solve the H2HW PDE since already for \( m = 16 \) implies solving a system of 524288 equations at every time step. The largest system that fit into the memory of a late 2014 Macbook Pro 13’ was that with \( m = 32 \) and is taken as the reference price. Then other \( m, n \) combinations were explored and the errors are presented in Table 6.1. It can be observed that for \( m = 16 \) for all the models the errors are below 1% of the reference price. Also, it takes less than half the computation time of \( m = 32 \) and, therefore, \( m = 16 \) is chosen for the discretisation in space. Regarding time dimension \( n = 64 \) provides errors less than 0.40% which provides a good accuracy/ speed trade-off for all three FX models.

An observation has to be made that BS2HW is a special case of H2HW when \( \gamma = 0, \eta_0 = \bar{\eta} \) and BS is a special case of BS2HW when \( \theta_d = r_0^d, \eta_d = 0, \theta_f = r_0^f, \eta_f = 0. \) However, the solvers in each case are different. This is used to check for solver consistency which is achieved by restricting the more general models to align with the nested ones. The results are presented in Table 6.2 showing that the models are consistent up to 0.25%.
(a) H2HW, reference price 0.118867.

<table>
<thead>
<tr>
<th>m \ n</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
<th>64</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>6.31%</td>
<td>6.87%</td>
<td>7.06%</td>
<td>7.14%</td>
<td>7.17%</td>
</tr>
<tr>
<td>8</td>
<td>2.12%</td>
<td>1.64%</td>
<td>1.46%</td>
<td>1.37%</td>
<td>1.33%</td>
</tr>
<tr>
<td>16</td>
<td>1.19%</td>
<td>0.58%</td>
<td>0.48%</td>
<td>0.40%</td>
<td>0.36%</td>
</tr>
<tr>
<td>32</td>
<td>0.91%</td>
<td>0.22%</td>
<td>0.12%</td>
<td>0.04%</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

(b) BS2HW, reference price 0.14534.

<table>
<thead>
<tr>
<th>m \ n</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
<th>64</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>6.46%</td>
<td>6.16%</td>
<td>6.53%</td>
<td>6.66%</td>
<td>6.67%</td>
</tr>
<tr>
<td>8</td>
<td>0.50%</td>
<td>1.65%</td>
<td>1.60%</td>
<td>1.56%</td>
<td>1.54%</td>
</tr>
<tr>
<td>16</td>
<td>1.33%</td>
<td>0.40%</td>
<td>0.43%</td>
<td>0.38%</td>
<td>0.35%</td>
</tr>
<tr>
<td>32</td>
<td>2.24%</td>
<td>0.05%</td>
<td>0.10%</td>
<td>0.03%</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

(c) BS, reference price 0.133819.

Table 6.1: Absolute errors of a 5 year at-the-money put option as percentage of the reference price

Table 6.2: Relative errors in the limiting cases of nested models for the American put option.
Sensitivity analysis

For the purposes of better understanding of the underlying dynamics this section deals with the sensitivities of an at-the-money American put option to the model parameters. Parameter impact is conducted comparing the price given under the parameters described in (6.2) and (6.3) to the cases when one of the parameters is changed. Apart from correlations the changed parameters are twice the size of the original parameters. However, correlations are chosen such that either they are zero or some other value that does satisfy the constraint of positive semi-definite covariance matrix of the Wiener processes. Having obtained the price under the modified parameter set the derivative with respect to the parameter is approximated using the finite difference formula:

\[
\frac{\partial p}{\partial x} \approx \frac{\hat{p} - \tilde{p}}{\Delta x}
\]

where \( p \) is the option price, \( \hat{p} \) ( \( \tilde{p} \) ) is its approximation under the regular ( modified ) parameter set, \( x \) is the parameter in consideration and \( \Delta x \) is the size of the change in \( x \) between the two sets.

Table 6.3 presents the resulting prices and derivative approximations which imply the following:

- The doubling of the vol-of-vol yielded the largest decrease in the price;
- Increased initial volatility had a large impact on the shortest maturity option, but the impact decayed with increasing maturity;
- Similarly, an increase in mean reversion affected the short term options the most;
- An increase in the long term volatility had a significant impact over all maturities, but the impact increased with longer maturities;
- Changes in the volatilities of the interest rate components had a minor impact for the shorter maturity options, but a significant one for the 10 year option;
- Derivative-wise interest rate volatilities affected long maturity options the most.

An at-the-money option was insensitive to the changes in the correlation matrix, mean reversion of the foreign interest rate. This implies that during calibration these values can be excluded from the optimization and be replaced by some estimates from the market experts with minimal impact on the resulting fit.
(a) Prices in domestic currency (ccy) for each marginal parameter case.

Table 6.3: American put option price sensitivity to parameters under H2HW. The reference case is defined by parameters in (6.2) and (6.3) and in other cases parameters are changed one at a time.

(b) Finite difference approximations of the derivatives.
Prices

Table 6.4 presents the price comparisons under the three models for several maturity and strike combinations. For exact prices of the options please consult the Table D.1 in the Appendix. The following can be observed:

- The exclusion of interest rate risk leads to Black-Scholes model underpricing the options. 10 year at-the-money option price difference reaches 18% of BS2HW and as the option moves out-of-money the relative difference increases. However, volatility adjustment needed for BS2HW to match BS increases as the option moves in-the-money;
- For all strikes the underpricing of BS tends to worsen when maturity increases;
- The relative adjustment of prices for the volatility skew has an increasing effect as options go out-of-money;
- The adjustment of volatility needed for BS2HW to match H2HW is not monotonous in strike. The adjustment is substantial for far out-of-money options and is most significant at the strike level, but for the rest it is up to one 1% BS2HW Vega;
- Skew impact diminishes for longer maturity options;
- Stochastic volatility dynamics changes the pricing of the derivatives the most at short maturities where at at-the-money strike the price adjustment is equal to 37% of BS2HW price;

From these observations it can concluded that the interest rate risk has to be included when pricing options with longer maturities. It is of crucial importance for the in-the-money options. On the other hand, volatility skew affects mostly short-dated out-of-money options. Additional care should be taken for at-the-money Vega adjustments.

The impact of the model for pricing derivatives is of crucial importance while the contract is being signed. However, having the derivative in the portfolio future value dynamics are more important in assessing the risks involved. To address this question in the next section an overview of the risk dynamics of the value of such a contract in the future is assessed through the exposure profiling.

Exposure profiles

Although the information on spot price differences between models for different options can provide valuable insights on the model relevance, the assessment of derivative exposure requires analysis of the distribution of the future options prices. It is noteworthy to mention
Table 6.4: BS and H2HW prices relative to BS2HW prices for multiple maturities (T) and strikes (K).

(a) Difference (model price - BS2HW price).

(b) Difference as percentage of BS2HW price.

(c) Difference as multiple of BS2HW 1% vega.
that for early exercise options two interdependent factors contribute to their exposure profiles: the early exercise conditions and the distribution of the underlying. Figure 6.5 provides exposure profiles of three options with varying maturities. Moreover, Figure 6.6 presents the exercise dynamics for the 10 year version of the American put. The inquiry into the charts reveals that:

- The difference in expected exposures of the 1 year American put option is dominated by the pricing mechanisms as the volatility levels are not sufficient to result in a meaningful amount of early exercises of such option;

- The difference between skew-adjusted model and the rest in 97.5% PFE is close to constant during the lifetime of 1 year option;

- The inclusion of interest rate risk is insignificant in the case of 1 year option;

- As the maturity increases the expected exposure of H2HW and BS2HW converge;

- In the case of 5 and 10 year options the PFE 97.5% of H2HW exceeds that of BS2HW close to maturity having been the opposite immediately after the issue of the contract. This can be explained by the fact that H2HW starts with a small initial volatility;

- The decrease in exposure metrics is related to the early exercise of the options as observed by [7]. The impact increases as maturity grows and significant differences can be observed between the three models as displayed in Figure 6.6. There are around three times more options exercised just before the maturity in models excluding the skew than in the H2HW;

- Similarly to pricing the impact of skew is smaller than that of stochastic interest rates when considering the 5 year and 10 year options.

**CVAs**

The considerations about exposure profiles here were made by analysing the risk in nominal future terms. Several of these factors come into play only close to maturity for long dated options. However, due to compound interest the discount factor decreases exponentially with time making far in the future prices negligible in current terms. To address these issues the next step is to evaluate and compare resulting CVAs.

The effect of CDS premium on resulting CVA for two maturities is presented in Figure 6.7. Since there were little differences between BS and BS2HW for the option of 1 year maturity there is negligible difference between the resulting CVA under all CDS values. On the other
Figure 6.5: At-the-money American put maturity exposure profiles for several maturities under different models.
Figure 6.6: At the money American put with 10 year maturity percentage of exercised options over time.

Figure 6.7: At the money American put option CVA under different models against multiple CDS levels.

hand, the CVA for that option is smaller when the underlying is H2HW the difference being up to 36% of BS2HW price in the case when CDS premium is 4%. Also, over the whole CDS range for the 1 year option the relationship between CDS and CVA is close to linear. Differences arise when the maturity grows longer, for example in the 10 year option. In all cases the increase of CDS premium amplified the differences between models. The CVAs for a range of maturities, strikes and CDS can be found the in the Appendix Table D.2 and the comparison in Table 6.5. From the latter one can note the very similar relative differences across CDS premiums supporting the claim that CVA as a function of CDS premium is close to linear. A more close inquiry into the table 6.5 reveals that

- Given a fixed maturity, the exclusion of stochastic interest rates relatively affect the options further from the spot the most. Vega-wise the adjustment is largest for in the money options;

- Recall that under BS a significant share of the options is exercised before maturity.
It results in a decrease of expected exposure which in itself decreases the CVA. Since for longer maturities more options are exercised the decrease in CVA is larger. This is clearly visible in the relative differences;

- When adjusting for skew the relative differences are largest at shorter maturities and out-of-money and decrease with increasing maturities and strikes;

Apart from these specific insights a general pattern is visible that out-of-money options CVA relative difference is almost exactly the same as that of the prices. However, as options go into money and beyond, the relation fades away. This is a result of the early exercise features. The more in-the-money an option is, the more likely it is to be exercised before maturity decreasing the expected exposure and CVA as a result. On the other hand, the exercise point is highly dependent on the model as shown in figure 6.6. To conclude this section, one can say that for out-of-the money options the underlying model influences the levels of exposure through pricing, but for in-the-money options the difference in CVA arises due the early exercise conditions governed by the model.
Table 6.5: American put option CVA comparison for several maturities and strikes.

(a) Simple difference.

<table>
<thead>
<tr>
<th>Simple difference</th>
<th>( T = 1 )</th>
<th>( T = 2 )</th>
<th>( T = 5 )</th>
<th>( T = 10 )</th>
<th>( T = 1 )</th>
<th>( T = 2 )</th>
<th>( T = 5 )</th>
<th>( T = 10 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDS / K</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.004 /</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0414</td>
<td>7.3E-07</td>
<td>5.0E-06</td>
<td>9.4E-08</td>
<td>-5.9E-05</td>
<td>-7.5E-08</td>
<td>-2.5E-06</td>
<td>-8.4E-05</td>
<td>-9.0E-04</td>
</tr>
<tr>
<td>1.3886</td>
<td>-8.4E-05</td>
<td>-1.0E-04</td>
<td>-4.4E-04</td>
<td>-7.3E-04</td>
<td>2.5E-06</td>
<td>-4.6E-06</td>
<td>-3.6E-04</td>
<td>-2.1E-03</td>
</tr>
<tr>
<td>1.7358</td>
<td>-7.2E-05</td>
<td>-1.4E-04</td>
<td>-4.1E-04</td>
<td>-7.7E-04</td>
<td>1.1E-04</td>
<td>-4.1E-05</td>
<td>-1.0E-03</td>
<td>-4.3E-03</td>
</tr>
<tr>
<td>0.02 /</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0414</td>
<td>3.8E-06</td>
<td>2.4E-05</td>
<td>1.2E-08</td>
<td>-2.8E-04</td>
<td>-3.7E-07</td>
<td>-1.2E-05</td>
<td>-4.1E-04</td>
<td>-4.2E-03</td>
</tr>
<tr>
<td>1.3886</td>
<td>-4.2E-04</td>
<td>-9.3E-04</td>
<td>-2.1E-03</td>
<td>-3.4E-03</td>
<td>1.2E-05</td>
<td>-2.3E-05</td>
<td>-1.4E-03</td>
<td>-9.7E-03</td>
</tr>
<tr>
<td>1.7358</td>
<td>-3.6E-04</td>
<td>-7.0E-04</td>
<td>-2.1E-03</td>
<td>-3.8E-03</td>
<td>5.5E-04</td>
<td>-2.0E-04</td>
<td>-4.8E-03</td>
<td>-1.9E-02</td>
</tr>
<tr>
<td>0.04 /</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0414</td>
<td>7.1E-06</td>
<td>4.8E-05</td>
<td>1.0E-06</td>
<td>-5.3E-04</td>
<td>-7.3E-07</td>
<td>-2.4E-05</td>
<td>-7.7E-04</td>
<td>-7.5E-03</td>
</tr>
<tr>
<td>1.3886</td>
<td>-8.3E-04</td>
<td>-1.8E-03</td>
<td>-4.1E-03</td>
<td>-6.3E-03</td>
<td>2.4E-05</td>
<td>-4.8E-05</td>
<td>-2.7E-03</td>
<td>-1.7E-02</td>
</tr>
<tr>
<td>1.7358</td>
<td>-7.1E-04</td>
<td>-1.4E-03</td>
<td>-3.9E-03</td>
<td>-6.6E-03</td>
<td>1.1E-03</td>
<td>-3.8E-04</td>
<td>-8.9E-03</td>
<td>-3.4E-02</td>
</tr>
</tbody>
</table>

(b) In percentages of BS2HW prices

<table>
<thead>
<tr>
<th>Relative difference</th>
<th>( T = 1 )</th>
<th>( T = 2 )</th>
<th>( T = 5 )</th>
<th>( T = 10 )</th>
<th>( T = 1 )</th>
<th>( T = 2 )</th>
<th>( T = 5 )</th>
<th>( T = 10 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDS / K</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.004 /</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0414</td>
<td>104%</td>
<td>26%</td>
<td>0.0%</td>
<td>-2.3%</td>
<td>-11%</td>
<td>-13%</td>
<td>-21%</td>
<td>-35%</td>
</tr>
<tr>
<td>1.3886</td>
<td>-36%</td>
<td>-29%</td>
<td>-16%</td>
<td>-8.6%</td>
<td>1.1%</td>
<td>-0.7%</td>
<td>-11%</td>
<td>-28%</td>
</tr>
<tr>
<td>1.7358</td>
<td>-6.3%</td>
<td>-5.9%</td>
<td>-6.3%</td>
<td>-4.6%</td>
<td>10%</td>
<td>-1.7%</td>
<td>-15%</td>
<td>-26%</td>
</tr>
<tr>
<td>0.02 /</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0414</td>
<td>104%</td>
<td>26%</td>
<td>0.0%</td>
<td>-2.4%</td>
<td>-11%</td>
<td>-13%</td>
<td>-21%</td>
<td>-35%</td>
</tr>
<tr>
<td>1.3886</td>
<td>-36%</td>
<td>-29%</td>
<td>-16%</td>
<td>-8.7%</td>
<td>1.1%</td>
<td>-0.7%</td>
<td>-11%</td>
<td>-25%</td>
</tr>
<tr>
<td>1.7358</td>
<td>-6.2%</td>
<td>-5.9%</td>
<td>-6.2%</td>
<td>-4.6%</td>
<td>10%</td>
<td>-1.7%</td>
<td>-14%</td>
<td>-25%</td>
</tr>
<tr>
<td>0.04 /</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0414</td>
<td>104%</td>
<td>26%</td>
<td>0.0%</td>
<td>-2.4%</td>
<td>-11%</td>
<td>-13%</td>
<td>-21%</td>
<td>-35%</td>
</tr>
<tr>
<td>1.3886</td>
<td>-36%</td>
<td>-29%</td>
<td>-16%</td>
<td>-8.8%</td>
<td>1.1%</td>
<td>-0.7%</td>
<td>-11%</td>
<td>-24%</td>
</tr>
<tr>
<td>1.7358</td>
<td>-6.2%</td>
<td>-5.8%</td>
<td>-6.2%</td>
<td>-4.6%</td>
<td>10%</td>
<td>-1.6%</td>
<td>-14%</td>
<td>-24%</td>
</tr>
</tbody>
</table>

(c) In 1% Vega of BS2HW.
6.5.2 Up and out call option

The American Put option extended European put which added the option to exercise prematurely. Another extension of the European options are the barrier options. However, since the American option is more flexible its price is no less than that of its European counterpart. In specific scenarios for an individual investor/trader the price of both of them might be unreasonably high. A way to get a similar payoff to that of an European option, but for less the amount, is by making use of the barrier options. Barrier options are such options that provide similar payoffs at maturity, but become worthless if the underlying asset value crosses some barrier during the lifetime of the option. These options are especially attractive for technical traders who track support and resistance levels of the underlying.

This section focuses on the up-and-out call option which provides the call payoff at maturity unless the underlying touches of goes above the barrier level at any time up to and including maturity. From the definition it also follows that the barrier price has to be higher than both spot and strike price for the option value to be non-zero.

Error analysis

Table 6.6: Absolute errors of a 5 year up-and-out at-the-money option with barrier 1.8052 as percentage of the reference price.
Table 6.7: Relative errors in the limiting cases of nested models in the case of up-and-out call option.

Up-and-out call option extends European options by allowing for early termination in case the asset touches the barrier level. Accounting for such path dependency is straightforward to implement with the FD method. On the other hand, the selected option has a non-continuous payoff at the barrier level which can be a challenge for finite difference schemes to handle.

Table 6.6 presents the errors in the estimates of the barrier option prices for multiple time and spatial grid configurations. Although the grid is adjusted to better fit the barrier option payoff, the difference between simplest and most dense grid is significantly larger than in the American put. It is also evident that the error is more sensitive to the choice of time discretisation. Furthermore, there are notable differences in errors between models per fixed grid setting. Black-Scholes error varies considerably between different temporal grids, whereas BS2HW and H2HW errors are more stable per fixed spatial grid.

Similarly as in the American put case the system of solvers are checked for internal consistency with results presented in Table 6.7. The models agree up to 0.2% of the reference which stands in favour of the internal consistency.

Taking these results into account the choice for the grid dimensions remains the same as in the American put option which is expected to provide results with up to 1% error.

**Sensitivity analysis**

It has been observed that changes to the volatilities of processes had the most profound impact on the American put option pricing. The price estimates of an up-and-out at-the-money call option changes are presented in Table 6.8. It has to be noted that the major drivers of the option price in this case are terms related to stochastic volatility. The discount factor volatility has a significant contribution which increases with time. As expected the influence of initial spot, volatility and short rates decays over time.

**Price**

Pricing differences between models across strikes, maturities and barrier levels contribute significantly to all stages of derivative risk assessment from issue to maturity. A complete list
(a) Prices in domestic currency (ccy) under different parameters. (b) Finite difference approximations of the derivatives.

Table 6.8: H2HW parameter sensitivity data

of prices is contained in the Appendix Figure D.3. In addition, Appendix Figure D.4 shows the differences between H2HW/BS and BS2HW. Here we concentrate on Figure 6.9 which expresses those differences in relative and BS2HW 1% Vega terms.

Close examination of the figures leads to noticing that:

- Despite several exceptions the volatility adjustment required for BS2HW to match BS is up to one BS2HW 1% Vega different;

- The exclusion of random components in the stochastic interest rates affects shorter maturity out-of-money and longer maturity in-the-money options the most;

- Black-Scholes prices overestimate (underestimate) the option prices up to 15% (5.3%) compared to BS2HW price;

- Skew adjusted model has a much bigger relative and Vega-wise impact in the barrier case than in the previously analysed American put;

- The adjustment for skew resulted in some prices being more than three times that of BS2HW and some were reduced by up to 80%;
Table 6.9: Up-and-out call option with barrier $B$, strike $K$ and maturity $T$ BS and H2HW price differences with BS2HW.

(a) Differences as percentage of BS2HW price.

(b) Differences as multiples of 1% BS2HW Vega.
• The differences between H2HW and BS2HW are most prominent for the options with the smallest barrier level;

• In the case of the smallest barrier level the impact of added volatility dynamics are not monotonous in time, i.e. The differences for 2 and 5 year options are greater than those of 1 and 10 year options.

Similarly to American put option, the stochastic interest rates effect is largest at the long term options. However, in all cases their prices are no further a BS2HW Vega away. On the other hand, the skew shifts prices significantly for all the option parameters considered. Observing under H2HW that options with smallest barrier are more expensive and options with larger barrier levels are cheaper one can deduce that these changes occur not because the option expiry dynamics change, but because the asset is less likely to terminate above the strike price.

**Exposure**

To compare the exposure dynamics implied by the three models four extreme cases of at-the-money options are analysed:

1. Short maturity \((T = 1)\) with barrier \((B = 1.5275)\) close to strike \((S_0 = 1.3886)\);

2. Short maturity \((T = 1)\) with barrier \((B = 2.0829)\) far from strike;

3. Short maturity \((T = 10)\) with barrier close to strike;

4. Short maturity \((T = 10)\) with barrier far from strike;

Figure 6.8 presents exposure profiles of these 4 cases. It conforms to the observations made in [8] about the exposure growth shape for the Barrier options. As observed previously, in case of European options the exposure \((PFE_{97.5\%})\) is acquired quickly just after the issue, but the growth slows down considerably as the option reaches maturity. Since for far enough barrier the options start to mimic their European counterparts, their exposure profiles tend to be similar as well. However, for sufficiently large maturities a substantial share of these options are terminated due stock reaching the barrier yielding a decrease in exposure.

The situation is completely different for the cases where barrier level is close. In those cases the price is low because of high probability of crossing the barrier, thus limiting the exposure. However, as the option approaches maturity the crossing of barrier either already happened or is unlikely to happen, so that the possibility of receiving positive payoff drives the price and, therefore, the exposure up. The combination of these properties provide a unique opportunity to tune exposure profiles as desired by shifting barrier level up or down.
Figure 6.8: Exposure profiles of at the money up and out call option under different models and several barrier, strike levels and maturity combinations.
The changes in dynamics by using different models are as follows:

- The differences between BS and its IR risk adjusted version are negligible;

- The adjustment for volatility smile yields a smaller probability of crossing the barrier which in turn yields to higher prices and exposure for the option with barrier close to spot. The impact is largest for the 1 year option;

- The low initial volatility results in lower barrier crossing probability in the shortest term, but for a larger barrier the probability of higher is lower thus drawing the price and exposure down;

- In the case of high barrier 10 year option the PFE 97.5% peaks later and decreases slower than compared to BS and BS2HW;

- The latter effect is in alignment with observation that volatility skew has a different impact of different maturity options which is not necessarily monotonic.

It can be deduced that up-and-out call option price is mostly driven by the probability of crossing the barrier and the role of the payoff becomes significant only if the probability of the cross is sufficiently small. This leads to the lower importance of the discount factor and interest rate component altogether, so that the inclusion of interest rate risk has only a mild effect on the exposures.

Recall that in the chosen parameters the skew was mildly negative. Distribution-wise this entails a "fat" left tail, but sharply decaying right one. This has a profound effect on the barrier options because of the significantly lower barrier crossing probability.

CVA

In this section the combination of the price together with exposure is assessed by looking at the resulting CVA. Appendix Figure D.1 displays the dependence between the CDS premium and resulting CVA. The conclusions are in alignment with the ones in the American put case. Short dated CVA increases close to linearly in terms of CDS premium and there are signs of slight non-linearity in the 10 year maturity option. The linearity might disappear when accounting for wrong-way risk, but the current setting excludes this possibility due computational limitations.

For a fixed model CVA of a barrier option is a function of CDS premium, maturity, barrier and strike levels. Having observed the close to linear relationship between CDS and CVA in this section CDS is restricted to have a premium of 2%. The resulting CVA is contained in Appendix Table D.5. The comparison of the models is presented in Table 6.9.
Examining figure 6.9 reveals that

- The exclusion of interest rate risk affects more long dated options and out-of-money options;
- The difference between BS and BS2HW in BS2HW Vegas is considerably higher for the CVA that it was for the prices;
- The relative differences between H2HW and BS2HW are smaller in absolute value than it was for prices;
- Skew adjusted CVA’s relative difference increases with time;
- Vega-wise BS difference is greatest for out of money options;
- Vega adjustment required for BS2HW to match price of H2HW is greatest for at-the-money options.

The exclusion of random element in the interest rate had a much smaller impact on the exposure profiles than the inclusion of stochasticity in the volatility. Still, addition of a short rate model affected the most longer maturity options. Contrary to the prices the CVA difference can reach substantial levels for long maturity options in both relative and Vega terms which is likely to be due the correlation structure between the exchange rate and IRs.

The addition of stochastic volatility impacts the CVAs of all the options studied. Similar to all the previous cases H2HW changes the dynamics of the short term exchange rate substantially shifting prices and CVAs. The price changes are largest for options with barrier close to the spot and for further out of money options.
### Figure 6.9: Up-and-out call option with maturity (T), strike (K) and barrier (B) CVA under H2HW, BS differences with BS2HW expressed in multiple metrics.

#### (a) Difference as % of BS2HW price.

<table>
<thead>
<tr>
<th>Relative B / K</th>
<th>T = 1</th>
<th>T = 2</th>
<th>T = 5</th>
<th>T = 10</th>
<th>T = 1</th>
<th>T = 2</th>
<th>T = 5</th>
<th>T = 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5275 / 1.0414</td>
<td>40%</td>
<td>67%</td>
<td>61%</td>
<td>46%</td>
<td>0.6%</td>
<td>1.5%</td>
<td>5.7%</td>
<td>16%</td>
</tr>
<tr>
<td>1.8052 / 1.3886</td>
<td>100%</td>
<td>175%</td>
<td>179%</td>
<td>117%</td>
<td>0.4%</td>
<td>1.3%</td>
<td>5.1%</td>
<td>13%</td>
</tr>
<tr>
<td>2.0829 / 1.7358</td>
<td>-81%</td>
<td>-54%</td>
<td>160%</td>
<td>305%</td>
<td>-4.4%</td>
<td>-3.6%</td>
<td>-0.3%</td>
<td>6.5%</td>
</tr>
<tr>
<td>2.3606 / 1.7358</td>
<td>0.5%</td>
<td>3.7%</td>
<td>17%</td>
<td>25%</td>
<td>0.0%</td>
<td>0.3%</td>
<td>2.0%</td>
<td>5.4%</td>
</tr>
<tr>
<td>1.3886</td>
<td>-37%</td>
<td>-28%</td>
<td>3.7%</td>
<td>21%</td>
<td>-1.0%</td>
<td>-1.4%</td>
<td>-0.8%</td>
<td>1.5%</td>
</tr>
<tr>
<td>1.7358</td>
<td>-79%</td>
<td>-70%</td>
<td>-34%</td>
<td>6.2%</td>
<td>-5.2%</td>
<td>-4.9%</td>
<td>-3.4%</td>
<td>-0.6%</td>
</tr>
<tr>
<td>1.3886</td>
<td>-37%</td>
<td>-25%</td>
<td>3.7%</td>
<td>21%</td>
<td>-1.0%</td>
<td>-1.4%</td>
<td>-0.8%</td>
<td>1.5%</td>
</tr>
<tr>
<td>1.7358</td>
<td>-79%</td>
<td>-70%</td>
<td>-34%</td>
<td>6.2%</td>
<td>-5.2%</td>
<td>-4.9%</td>
<td>-3.4%</td>
<td>-0.6%</td>
</tr>
</tbody>
</table>

#### (b) Difference as multiple of 1% BS2HW Vega.

<table>
<thead>
<tr>
<th>Vega B / K</th>
<th>T = 1</th>
<th>T = 2</th>
<th>T = 5</th>
<th>T = 10</th>
<th>T = 1</th>
<th>T = 2</th>
<th>T = 5</th>
<th>T = 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5275 / 1.0414</td>
<td>-5.87</td>
<td>-6.43</td>
<td>-4.67</td>
<td>-3.12</td>
<td>-0.07</td>
<td>-0.15</td>
<td>-0.44</td>
<td>-1.06</td>
</tr>
<tr>
<td>1.3886</td>
<td>-7.77</td>
<td>-12.32</td>
<td>-11.61</td>
<td>-7.41</td>
<td>-0.03</td>
<td>-0.09</td>
<td>-0.33</td>
<td>-0.86</td>
</tr>
<tr>
<td>1.8052 / 1.0414</td>
<td>-1.19</td>
<td>-2.38</td>
<td>-4.25</td>
<td>-3.80</td>
<td>-0.08</td>
<td>-0.17</td>
<td>-0.45</td>
<td>-1.00</td>
</tr>
<tr>
<td>1.3886</td>
<td>-11.92</td>
<td>0.84</td>
<td>-3.91</td>
<td>-6.29</td>
<td>-0.23</td>
<td>-0.03</td>
<td>-0.31</td>
<td>-0.77</td>
</tr>
<tr>
<td>1.7358</td>
<td>-3.68</td>
<td>16.52</td>
<td>-9.97</td>
<td>-15.58</td>
<td>-0.20</td>
<td>1.10</td>
<td>0.02</td>
<td>-0.33</td>
</tr>
<tr>
<td>2.0829 / 1.0414</td>
<td>-1.17</td>
<td>-2.15</td>
<td>-4.26</td>
<td>-5.56</td>
<td>-0.10</td>
<td>-0.17</td>
<td>-0.50</td>
<td>-1.20</td>
</tr>
<tr>
<td>1.3886</td>
<td>-4.67</td>
<td>-5.25</td>
<td>3.57</td>
<td>-23.35</td>
<td>-0.13</td>
<td>-0.30</td>
<td>-0.81</td>
<td>-1.69</td>
</tr>
<tr>
<td>1.7358</td>
<td>-1.33</td>
<td>-2.61</td>
<td>-4.09</td>
<td>3.15</td>
<td>-0.09</td>
<td>-0.18</td>
<td>-0.41</td>
<td>-0.30</td>
</tr>
<tr>
<td>2.3606 / 1.0414</td>
<td>-1.17</td>
<td>-2.15</td>
<td>-4.26</td>
<td>-5.56</td>
<td>-0.10</td>
<td>-0.17</td>
<td>-0.50</td>
<td>-1.20</td>
</tr>
<tr>
<td>1.3886</td>
<td>-4.67</td>
<td>-5.25</td>
<td>3.57</td>
<td>-23.35</td>
<td>-0.13</td>
<td>-0.30</td>
<td>-0.81</td>
<td>-1.69</td>
</tr>
<tr>
<td>1.7358</td>
<td>-1.33</td>
<td>-2.61</td>
<td>-4.09</td>
<td>3.15</td>
<td>-0.09</td>
<td>-0.18</td>
<td>-0.41</td>
<td>-0.30</td>
</tr>
</tbody>
</table>
Chapter 7

Discussion

Regulators and financial institutions are constantly working on researching and pricing all the risks included in the derivative contracts. The global crisis of 2008 shifted the focus on the assessment of the risks due to the counterparty’s default. Although collateral eliminates the need for any credit risk adjustment, it is hard to implement in the less liquid over-the-counter derivative markets. For these cases, financial engineers have to revert to the estimation of the credit value adjustment (CVA).

The research conducted during the writing of this thesis concentrated on applying the FDMC method first suggested by [7] to evaluate CVA. Monte Carlo is used to provide the distribution of the underlying asset, which can include various early termination conditions. In the next step the resulting underlying distribution coupled with the finite difference scheme’s ability to price an option for a whole range of spot prices allows for a robust, yet general exposure estimation algorithm. However, there are several caveats that one has to be careful about. It is observed that FD performance varies significantly per parameter set, hence some parameter dependent grids could be a topic for future research. Using more dense grids could be an option, but in the case of H2HW the dimensions of the equation systems become too large to solve on commodity hardware even for rather small sizes.

The object of study is the FX market because of their high derivative volume and a multitude of risks involved such as interest rate risk and volatility skew. The analysis is built up by comparing the regular Black-Scholes model with its extensions obtained by the adding of stochastic components in the interest rates and volatility. The impact is measured for American put options and up-and-out call options. The former is chosen due its high trading volume, whereas the latter is used as a proxy for more tail-sensitive options.

As expected it is observed that the interest rate risk contributed the most for long maturity options. The difference is larger for the American put option than the barrier one. Addition of stochastic volatility is mostly prominent in out of money options with shorter
maturities. In contrast to the stochastic IRs, stochastic volatility not only changed the distribution of the option value per fixed time point, but also had a significant impact on the dynamics of that distribution. The selection of initial and long term volatility allows to calibrate the rate of exposure acquisition over time.

The following decision tree could be used as a guide for pricing options in the current FX markets¹:

1. For short dated American in-the-money options ignoring skew and interest rate volatility has minor relative impact, so BS is sufficient;

2. For short dated American out-of-money options the exclusion of stochastic interest rates is allowed as long as the prices are corrected for volatility skew. Hence, Heston could be an option;

3. With longer maturities the impact of the skew on the American options diminishes, but that of stochastic interest rates increases, so that one should consider model no simpler than BS2HW;

4. In the close to zero interest rate world, the chances of crossing barriers are governed mostly by the volatility skew dynamics. Therefore, pricing of barrier options with Heston could be sufficient.

A separate note is required for the up-and-out call option. This class of options seems to be less sensitive to interest rate risk, but highly dependent on the volatility skew. In the case of at-the-money up-and-out call option the price can vary up to 40% of the BS price. Also, the addition of a barrier to an European payoff not only reduces the price, but also allows to fine-tune the exposure over time to fit specific needs. This way the barrier option becomes a very attractive addition to a portfolio to meet certain risk requirements.

The comparison of the American put and a barrier option reveals another important aspect of the exposure measurement. In case one is interested in evaluating the exposures of a large portfolio of assets case by case analysis is too labour intensive. Therefore, a single metric has to be chosen reflecting the whole profile. Our example shows that metrics like maximum exposure could highly overestimate the exposure. Therefore, a portfolio which is rather risk-less during most of its lifetime, but at a single point in time acquires a substantial amount of exposure would be flagged as very risky. This is of prime importance when barrier ( or other early exercise ) options are considered.

¹Note that the terms short dated and long dated are functions of model parameters. In the current context and parameter setting terms short dated refers to options with maturities of around one year and long dated to options with maturities as long as a decade.
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Appendix A

Notes on the implementation of the PDE solver

A.1 Spatial discretization

A.1.1 One dimensional case

Suppose one is interested in solving the following time-dependent PDE:

\[
\frac{\partial u}{\partial t} = \sum_{i=0}^{N} f_i(x, u) \frac{\partial^i u}{\partial x^i},
\]

on a bounded interval \([x_{\text{min}}, x_{\text{max}}]\). Following the lines of Finite Difference method (FD) the \(m\) points \(x_i, i = 1, ..., m\) belonging to the interval are selected. Define \(\vec{x} = (x_1, ..., x_m)^T\) and \(\vec{u} = u(\vec{x})\) with \(x_{\text{min}} = x_1, x_i < x_j, i < j\) and \(x_{\text{max}} = x_m\). Then approximations of the spatial derivatives take the form

\[
\frac{\partial^i u}{\partial x^i}(\vec{x}) \approx A_{ix} \vec{u} + g_{ix}
\]

where \(A_{ix}\) and \(g_{ix}\) depend on the selections of FD schemes and boundary conditions. Hence the approximate ODEs become\(^1\)

\[
\frac{\partial u}{\partial t}(\vec{x}) = \sum_{i=0}^{N} ((f_i(\vec{x}, \vec{u}^i) \cdot A_{ix}) \vec{u} + \sum_{i=0}^{N} f_i(\vec{x}, \vec{u}) \cdot g_{ix} = A \vec{u} + g
\]

where \(\cdot\) defines the element-wise (Hadamard) product and \(i_m\) is the \(m\)-dimensional column unit vector. Time integration of this system of ODEs yields the solution.

\(^1\text{For notational simplicity, } f(\vec{x}) = (f(x_1), ..., f(x_m))^T \text{ and } f(\vec{x}, \vec{y}) = (f(x_1, y_1), ..., f(x_m, y_m))^T.\)
\section*{A.1.2 K-dimensional case}

Implementation of a PDE solver with several variables can become tedious and prone to errors. Here we will explain our approach which provides a simplistic structure. Suppose the PDE of interest is

\[
\frac{\partial u}{\partial t} = \sum_{k=1}^{K} f_k(u, x^{(1)}, \ldots, x^{(K)}) \frac{\partial u}{\partial x^{(k)}} + \sum_{k=1}^{K} \sum_{l=k}^{K} f_{k,l}(u, x^{(1)}, \ldots, x^{(K)}) \frac{\partial^2 u}{\partial x^{(k)} \partial x^{(l)}},
\]

on a hypercube \([x^{(1)}_{\min}, x^{(1)}_{\max}] \times \ldots \times [x^{(K)}_{\min}, x^{(K)}_{\max}]\). First discretize domain of each variable separately, yielding \(\vec{x}^{(1)}, \ldots, \vec{x}^{(K)}\) with \(\vec{x}^{(k)}\) having the dimension \(m_k\). Then define

\[
\vec{X}^{(k)} = i^{m_{k+1}} \otimes \vec{x}^{(k)} \otimes i^{m_k},
\]

where \(\otimes\) is the Kronecker product and \(i_m\) is the \(m\)-dimensional unit column vector. Take \(\vec{U} = u(\vec{X}^{(1)}, \ldots, \vec{X}^{(K)})\). Having this structure one can derive the non-mixed derivative approximations to be

\[
\frac{\partial u}{\partial x^{(k)}}(\vec{X}^{(1)}, \ldots, \vec{X}^{(K)}) \approx I^{m_{k+1}} \otimes A_k \otimes I^{m_k} \vec{U} + i^{m_{k+1}} \otimes g_k \otimes i^{m_k},
\]

\[
\frac{\partial^2 u}{\partial (x^{(k)})^2}(\vec{X}^{(1)}, \ldots, \vec{X}^{(K)}) \approx I^{m_{k+1}} \otimes A_{kk} \otimes I^{m_k} \vec{U} + i^{m_{k+1}} \otimes g_{kk} \otimes i^{m_k},
\]

where \(A_k, A_{kk}\) and \(g_k, g_{kk}\) are determined by the selected FD scheme and boundary conditions in the \(k\)-dimension. Then the mixed derivatives can be approximated applying the same logic twice i.e.

\[
\frac{\partial^2 u}{\partial x^{(k)} \partial x^{(l)}}(\vec{X}^{(1)}, \ldots, \vec{X}^{(K)}) \approx A_k A_l \vec{U} + G_{kl} = A_{kl} \vec{U} + G_{kl},
\]

then the approximating system of ODEs becomes

\[
\frac{\partial u}{\partial t}(\vec{X}^{(1)}, \ldots, \vec{X}^{(K)}) = \sum_{k=1}^{K} f_k(\vec{U}, \vec{X}^{(1)}, \ldots, \vec{X}^{(K)}) \cdot (A_k \vec{U} + G_k)
\]

\[
+ \sum_{k=1}^{K} \sum_{l=k}^{K} f_{k,l}(\vec{U}, \vec{X}^{(1)}, \ldots, \vec{X}^{(K)}) \cdot (A_{kl} \vec{U} + G_{kl}).
\]

\footnote{We limit ourselves to 2nd order PDEs, but the idea can be generalized to higher order equations.}
Appendix B

From CDS premiums to hazard rates

Following the work done in [8] assume the following model:

\[ q(t) = e^{-\lambda_{haz} t}, \lambda_{haz} > 0, \]  

(B.1)

where \( q(t) \) is the survival probability and \( \lambda_{haz} \) is the hazard rate parameter setting the general likelihood of party’s default.

On the other hand, as shown in [1] the CDS premium \( S \) can be computed using the formula:

\[ S = \frac{(1 - R) \sum_{i=1}^{N} D(t_i)(q(t_{i-1}) - q(t_i))}{\sum_{i=1}^{N} D(t_i)q(t_i)\Delta t + \sum_{i=1}^{N} D(t_i)(q(t_{i-1}) - q(t_i))\frac{\Delta t}{2}}, \]  

(B.2)

where

- \( \Delta t \) - time between buyer’s payments;
- \( t_i = i\Delta t, i = 1,N \) - timepoints when CDS buyer pays to the insurer;
- \( R \in [0,1] \) - recovery rate given as proportion of capital recovered given counterparty’s default;
- \( D(\cdot) > 0 \) - discount curve.

Substitution of the default model (B.1) into CDS premium calculation formula (B.2) the following yields:

\[ S = \frac{(1 - R) \sum_{i=1}^{N} D(t_i)(e^{-\lambda_{haz} t_{i-1}} - e^{-\lambda_{haz} t_i})}{\sum_{i=1}^{N} D(t_i)e^{-\lambda_{haz} t_i}\Delta t + \sum_{i=1}^{N} D(t_i)(e^{-\lambda_{haz} t_{i-1}} - e^{-\lambda_{haz} t_i})\frac{\Delta t}{2}}. \]
Solving for $\lambda_{\text{haz}}$ yields

$$S = \frac{(1 - R) \sum_{i=1}^{N} D(t_i) e^{-\lambda_{\text{haz}} t_{i-1} - e^{-\lambda_{\text{haz}} t_i}}}{\sum_{i=1}^{N} D(t_i) e^{-\lambda_{\text{haz}} t_i} \Delta t + \sum_{i=1}^{N} D(t_i) (e^{-\lambda_{\text{haz}} t_{i-1} - e^{-\lambda_{\text{haz}} t_i}} \Delta t^2)}$$

$$\Leftrightarrow S \left( \sum_{i=1}^{N} D(t_i) e^{-\lambda_{\text{haz}} t_i} \Delta t + \sum_{i=1}^{N} D(t_i) (e^{-\lambda_{\text{haz}} t_{i-1} - e^{-\lambda_{\text{haz}} t_i}} \Delta t^2) \right) = (1 - R) \sum_{i=1}^{N} D(t_i) (e^{-\lambda_{\text{haz}} t_{i-1} - e^{-\lambda_{\text{haz}} t_i}})$$

$$\Leftrightarrow S \sum_{i=1}^{N} D(t_i) (e^{-\lambda_{\text{haz}} t_{i-1} - e^{-\lambda_{\text{haz}} t_i}} \Delta t) + \frac{N}{2} \sum_{i=1}^{N} D(t_i) (e^{-\lambda_{\text{haz}} t_{i-1} - e^{-\lambda_{\text{haz}} t_i}}) = 0$$

$$\Leftrightarrow \sum_{i=1}^{N} D(t_i) \left( e^{-\lambda_{\text{haz}} t_{i-1}} \left( \frac{S \Delta t}{2} + (R - 1) \right) + e^{-\lambda_{\text{haz}} t_{i-1}} \left( \frac{S \Delta t}{2} + (1 - R) \right) \right) = 0$$

$$\Leftrightarrow \sum_{i=1}^{N} D(t_i) e^{-\lambda_{\text{haz}} t_{i-1}} \left( \left( \frac{S \Delta t}{2} + (R - 1) \right) + e^{-\lambda_{\text{haz}} \Delta t} \left( \frac{S \Delta t}{2} + (1 - R) \right) \right) = 0$$

$$\Leftrightarrow \left( \left( \frac{S \Delta t}{2} + (R - 1) \right) + e^{-\lambda_{\text{haz}} \Delta t} \left( \frac{S \Delta t}{2} + (1 - R) \right) \right) \sum_{i=1}^{N} D(t_i) e^{-\lambda_{\text{haz}} t_{i-1}} = 0.$$
real number. Therefore, if CDS premium satisfies

\[ 1 - R - S \frac{d}{2} > 0, \]

the equivalent hazard rate is equal to

\[ \lambda_{haz} = \frac{1}{\Delta t} \ln \left( \frac{1 - R + S \frac{\Delta t}{2}}{1 - R - S \frac{\Delta t}{2}} \right), \]

which completes the derivation.
Appendix C

Market data used in the study

Table C.1: At the money, 10 and 25 delta risk reversals and butterfly volatilities as measured at 11/04/14

<table>
<thead>
<tr>
<th></th>
<th>ATM</th>
<th>25RR</th>
<th>10RR</th>
<th>25Fly</th>
<th>10Fly</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overnight</td>
<td>4.00</td>
<td>-0.30</td>
<td>-0.53</td>
<td>0.17</td>
<td>0.60</td>
</tr>
<tr>
<td>1 week</td>
<td>5.15</td>
<td>-0.30</td>
<td>-0.56</td>
<td>0.10</td>
<td>0.35</td>
</tr>
<tr>
<td>2 weeks</td>
<td>4.80</td>
<td>-0.34</td>
<td>-0.63</td>
<td>0.11</td>
<td>0.40</td>
</tr>
<tr>
<td>1 month</td>
<td>5.40</td>
<td>-0.43</td>
<td>-0.80</td>
<td>0.15</td>
<td>0.55</td>
</tr>
<tr>
<td>2 months</td>
<td>5.68</td>
<td>-0.56</td>
<td>-1.04</td>
<td>0.15</td>
<td>0.57</td>
</tr>
<tr>
<td>3 months</td>
<td>5.90</td>
<td>-0.65</td>
<td>-1.22</td>
<td>0.15</td>
<td>0.57</td>
</tr>
<tr>
<td>6 months</td>
<td>6.40</td>
<td>-0.80</td>
<td>-1.47</td>
<td>0.25</td>
<td>0.93</td>
</tr>
<tr>
<td>9 months</td>
<td>6.72</td>
<td>-0.90</td>
<td>-1.67</td>
<td>0.25</td>
<td>0.97</td>
</tr>
<tr>
<td>1 year</td>
<td>7.00</td>
<td>-1.00</td>
<td>-1.86</td>
<td>0.26</td>
<td>1.01</td>
</tr>
<tr>
<td>2 years</td>
<td>7.50</td>
<td>-1.05</td>
<td>-1.96</td>
<td>0.25</td>
<td>0.97</td>
</tr>
<tr>
<td>3 years</td>
<td>8.05</td>
<td>-1.10</td>
<td>-2.06</td>
<td>0.24</td>
<td>0.96</td>
</tr>
<tr>
<td>4 years</td>
<td>8.50</td>
<td>-1.15</td>
<td>-2.16</td>
<td>0.23</td>
<td>0.93</td>
</tr>
<tr>
<td>5 years</td>
<td>8.90</td>
<td>-1.20</td>
<td>-2.27</td>
<td>0.22</td>
<td>0.88</td>
</tr>
<tr>
<td>7 years</td>
<td>9.58</td>
<td>-1.59</td>
<td>-3.01</td>
<td>0.23</td>
<td>0.98</td>
</tr>
<tr>
<td>10 years</td>
<td>9.75</td>
<td>-1.96</td>
<td>-3.70</td>
<td>0.31</td>
<td>1.34</td>
</tr>
</tbody>
</table>
Table C.2: Yield curve data for the American Dollar as measured at 11/04/14

<table>
<thead>
<tr>
<th>Date</th>
<th>Day</th>
<th>Zero Rate</th>
<th>Discount Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>12/05/14</td>
<td>31</td>
<td>0.2334</td>
<td>0.9998</td>
</tr>
<tr>
<td>11/06/14</td>
<td>61</td>
<td>0.2332</td>
<td>0.9996</td>
</tr>
<tr>
<td>11/07/14</td>
<td>91</td>
<td>0.2301</td>
<td>0.9994</td>
</tr>
<tr>
<td>15/08/14</td>
<td>126</td>
<td>0.2310</td>
<td>0.9992</td>
</tr>
<tr>
<td>16/09/14</td>
<td>157</td>
<td>0.2312</td>
<td>0.9990</td>
</tr>
<tr>
<td>15/10/14</td>
<td>187</td>
<td>0.2317</td>
<td>0.9988</td>
</tr>
<tr>
<td>17/12/14</td>
<td>250</td>
<td>0.2376</td>
<td>0.9984</td>
</tr>
<tr>
<td>18/03/15</td>
<td>341</td>
<td>0.2496</td>
<td>0.9977</td>
</tr>
<tr>
<td>17/06/15</td>
<td>432</td>
<td>0.2752</td>
<td>0.9967</td>
</tr>
<tr>
<td>16/09/15</td>
<td>523</td>
<td>0.3196</td>
<td>0.9954</td>
</tr>
<tr>
<td>16/12/15</td>
<td>614</td>
<td>0.3811</td>
<td>0.9936</td>
</tr>
<tr>
<td>16/03/16</td>
<td>705</td>
<td>0.4588</td>
<td>0.9912</td>
</tr>
<tr>
<td>15/04/16</td>
<td>735</td>
<td>0.4907</td>
<td>0.9902</td>
</tr>
<tr>
<td>18/04/17</td>
<td>1103</td>
<td>0.9135</td>
<td>0.9728</td>
</tr>
<tr>
<td>16/04/18</td>
<td>1466</td>
<td>1.3401</td>
<td>0.9476</td>
</tr>
<tr>
<td>15/04/19</td>
<td>1830</td>
<td>1.7156</td>
<td>0.9176</td>
</tr>
<tr>
<td>15/04/20</td>
<td>2196</td>
<td>2.0339</td>
<td>0.8848</td>
</tr>
<tr>
<td>15/04/21</td>
<td>2561</td>
<td>2.2978</td>
<td>0.8511</td>
</tr>
<tr>
<td>19/04/22</td>
<td>2930</td>
<td>2.5132</td>
<td>0.8173</td>
</tr>
<tr>
<td>17/04/23</td>
<td>3293</td>
<td>2.6946</td>
<td>0.7842</td>
</tr>
<tr>
<td>15/04/24</td>
<td>3657</td>
<td>2.8471</td>
<td>0.7518</td>
</tr>
<tr>
<td>15/04/26</td>
<td>4387</td>
<td>3.0927</td>
<td>0.6896</td>
</tr>
<tr>
<td>16/04/29</td>
<td>5484</td>
<td>3.3399</td>
<td>0.6054</td>
</tr>
<tr>
<td>17/04/34</td>
<td>7311</td>
<td>3.5555</td>
<td>0.4906</td>
</tr>
<tr>
<td>15/04/39</td>
<td>9135</td>
<td>3.6452</td>
<td>0.4016</td>
</tr>
<tr>
<td>19/04/44</td>
<td>10966</td>
<td>3.6763</td>
<td>0.3314</td>
</tr>
<tr>
<td>16/04/54</td>
<td>14614</td>
<td>3.6652</td>
<td>0.2305</td>
</tr>
<tr>
<td>15/04/64</td>
<td>18267</td>
<td>3.5757</td>
<td>0.1670</td>
</tr>
</tbody>
</table>
Table C.3: Yield curve data for the Euro as measured at 11/04/14

<table>
<thead>
<tr>
<th>Date</th>
<th>Day</th>
<th>Zero Rate</th>
<th>Discount Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>12/05/14</td>
<td>31</td>
<td>0.4847</td>
<td>0.9996</td>
</tr>
<tr>
<td>11/06/14</td>
<td>61</td>
<td>0.5046</td>
<td>0.9992</td>
</tr>
<tr>
<td>11/07/14</td>
<td>91</td>
<td>0.4638</td>
<td>0.9988</td>
</tr>
<tr>
<td>11/08/14</td>
<td>122</td>
<td>0.4537</td>
<td>0.9985</td>
</tr>
<tr>
<td>11/09/14</td>
<td>153</td>
<td>0.4446</td>
<td>0.9981</td>
</tr>
<tr>
<td>13/10/14</td>
<td>185</td>
<td>0.4314</td>
<td>0.9978</td>
</tr>
<tr>
<td>17/11/14</td>
<td>220</td>
<td>0.4263</td>
<td>0.9974</td>
</tr>
<tr>
<td>15/12/14</td>
<td>248</td>
<td>0.4196</td>
<td>0.9972</td>
</tr>
<tr>
<td>15/01/15</td>
<td>279</td>
<td>0.4167</td>
<td>0.9968</td>
</tr>
<tr>
<td>16/02/15</td>
<td>311</td>
<td>0.4135</td>
<td>0.9965</td>
</tr>
<tr>
<td>16/03/15</td>
<td>339</td>
<td>0.4107</td>
<td>0.9962</td>
</tr>
<tr>
<td>15/04/15</td>
<td>369</td>
<td>0.4093</td>
<td>0.9959</td>
</tr>
<tr>
<td>15/05/15</td>
<td>399</td>
<td>0.4123</td>
<td>0.9955</td>
</tr>
<tr>
<td>15/06/15</td>
<td>430</td>
<td>0.4131</td>
<td>0.9952</td>
</tr>
<tr>
<td>15/07/15</td>
<td>460</td>
<td>0.4153</td>
<td>0.9948</td>
</tr>
<tr>
<td>17/08/15</td>
<td>493</td>
<td>0.4190</td>
<td>0.9944</td>
</tr>
<tr>
<td>15/09/15</td>
<td>522</td>
<td>0.4215</td>
<td>0.9940</td>
</tr>
<tr>
<td>15/10/15</td>
<td>552</td>
<td>0.4251</td>
<td>0.9936</td>
</tr>
<tr>
<td>15/04/16</td>
<td>735</td>
<td>0.4596</td>
<td>0.9908</td>
</tr>
<tr>
<td>18/04/17</td>
<td>1103</td>
<td>0.5852</td>
<td>0.9825</td>
</tr>
<tr>
<td>16/04/18</td>
<td>1466</td>
<td>0.7557</td>
<td>0.9701</td>
</tr>
<tr>
<td>15/04/19</td>
<td>1830</td>
<td>0.9403</td>
<td>0.9540</td>
</tr>
<tr>
<td>15/04/20</td>
<td>2196</td>
<td>1.1280</td>
<td>0.9344</td>
</tr>
<tr>
<td>15/04/21</td>
<td>2561</td>
<td>1.3098</td>
<td>0.9122</td>
</tr>
<tr>
<td>19/04/22</td>
<td>2930</td>
<td>1.4822</td>
<td>0.8878</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Date</th>
<th>Day</th>
<th>Zero Rate</th>
<th>Discount Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>17/04/23</td>
<td>3293</td>
<td>1.6407</td>
<td>0.8624</td>
</tr>
<tr>
<td>15/04/24</td>
<td>3657</td>
<td>1.7847</td>
<td>0.8563</td>
</tr>
<tr>
<td>15/04/25</td>
<td>4022</td>
<td>1.9114</td>
<td>0.8101</td>
</tr>
<tr>
<td>15/04/26</td>
<td>4387</td>
<td>2.0242</td>
<td>0.7840</td>
</tr>
<tr>
<td>15/04/27</td>
<td>4752</td>
<td>2.1216</td>
<td>0.7587</td>
</tr>
<tr>
<td>18/04/28</td>
<td>5121</td>
<td>2.2061</td>
<td>0.7338</td>
</tr>
<tr>
<td>16/04/29</td>
<td>5484</td>
<td>2.2759</td>
<td>0.7104</td>
</tr>
<tr>
<td>15/04/30</td>
<td>5848</td>
<td>2.3322</td>
<td>0.6882</td>
</tr>
<tr>
<td>15/04/31</td>
<td>6213</td>
<td>2.3772</td>
<td>0.6672</td>
</tr>
<tr>
<td>15/04/32</td>
<td>6579</td>
<td>2.4127</td>
<td>0.6473</td>
</tr>
<tr>
<td>19/04/33</td>
<td>6948</td>
<td>2.4403</td>
<td>0.6284</td>
</tr>
<tr>
<td>17/04/34</td>
<td>7311</td>
<td>2.4609</td>
<td>0.6108</td>
</tr>
<tr>
<td>16/04/35</td>
<td>7675</td>
<td>2.4781</td>
<td>0.5939</td>
</tr>
<tr>
<td>15/04/36</td>
<td>8040</td>
<td>2.4902</td>
<td>0.5778</td>
</tr>
<tr>
<td>15/04/37</td>
<td>8405</td>
<td>2.5003</td>
<td>0.5623</td>
</tr>
<tr>
<td>15/04/38</td>
<td>8770</td>
<td>2.5067</td>
<td>0.5476</td>
</tr>
<tr>
<td>15/04/39</td>
<td>9135</td>
<td>2.5108</td>
<td>0.5335</td>
</tr>
<tr>
<td>16/04/40</td>
<td>9502</td>
<td>2.5120</td>
<td>0.5200</td>
</tr>
<tr>
<td>15/04/41</td>
<td>9866</td>
<td>2.5125</td>
<td>0.5071</td>
</tr>
<tr>
<td>15/04/42</td>
<td>10231</td>
<td>2.5117</td>
<td>0.4946</td>
</tr>
<tr>
<td>15/04/43</td>
<td>10596</td>
<td>2.5112</td>
<td>0.4824</td>
</tr>
<tr>
<td>19/04/44</td>
<td>10966</td>
<td>2.5107</td>
<td>0.4703</td>
</tr>
<tr>
<td>15/04/45</td>
<td>12788</td>
<td>2.5183</td>
<td>0.4138</td>
</tr>
<tr>
<td>15/04/46</td>
<td>14614</td>
<td>2.5349</td>
<td>0.3624</td>
</tr>
<tr>
<td>15/04/47</td>
<td>18267</td>
<td>2.5436</td>
<td>0.2800</td>
</tr>
</tbody>
</table>
Appendix D

Case study additional tables

D.1 American Put

D.1.1 Price

Table D.1: American put prices for multiple strikes and maturities under different models
Table D.2: American put option CVA under different models for several maturities and strikes

(a) H2HW

<table>
<thead>
<tr>
<th>CDS / K</th>
<th>T = 1</th>
<th>T = 2</th>
<th>T = 5</th>
<th>T = 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.004</td>
<td>1.0141</td>
<td>0.00001</td>
<td>0.00002</td>
<td>0.00040</td>
</tr>
<tr>
<td>1.3886</td>
<td>0.0015</td>
<td>0.00047</td>
<td>0.00226</td>
<td>0.00771</td>
</tr>
<tr>
<td>1.7358</td>
<td>0.00108</td>
<td>0.00227</td>
<td>0.00646</td>
<td>0.01605</td>
</tr>
<tr>
<td>0.02</td>
<td>1.0141</td>
<td>0.00001</td>
<td>0.00002</td>
<td>0.00194</td>
</tr>
<tr>
<td>1.3886</td>
<td>0.00974</td>
<td>0.00232</td>
<td>0.01089</td>
<td>0.03373</td>
</tr>
<tr>
<td>1.7358</td>
<td>0.00538</td>
<td>0.01117</td>
<td>0.03117</td>
<td>0.07462</td>
</tr>
<tr>
<td>0.04</td>
<td>1.0141</td>
<td>0.00010</td>
<td>0.00023</td>
<td>0.00369</td>
</tr>
<tr>
<td>1.3886</td>
<td>0.00146</td>
<td>0.00455</td>
<td>0.02078</td>
<td>0.06520</td>
</tr>
<tr>
<td>1.7358</td>
<td>0.01067</td>
<td>0.02195</td>
<td>0.05965</td>
<td>0.13671</td>
</tr>
</tbody>
</table>

(b) BS2HW

<table>
<thead>
<tr>
<th>CDS / K</th>
<th>T = 1</th>
<th>T = 2</th>
<th>T = 5</th>
<th>T = 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.004</td>
<td>1.0141</td>
<td>0.00001</td>
<td>0.00002</td>
<td>0.00040</td>
</tr>
<tr>
<td>1.3886</td>
<td>0.0023</td>
<td>0.00066</td>
<td>0.00271</td>
<td>0.00843</td>
</tr>
<tr>
<td>1.7358</td>
<td>0.00116</td>
<td>0.00241</td>
<td>0.00689</td>
<td>0.01681</td>
</tr>
<tr>
<td>0.02</td>
<td>1.0141</td>
<td>0.00000</td>
<td>0.00009</td>
<td>0.00194</td>
</tr>
<tr>
<td>1.3886</td>
<td>0.00115</td>
<td>0.00325</td>
<td>0.01303</td>
<td>0.03914</td>
</tr>
<tr>
<td>1.7358</td>
<td>0.00574</td>
<td>0.01186</td>
<td>0.03324</td>
<td>0.07820</td>
</tr>
<tr>
<td>0.04</td>
<td>1.0141</td>
<td>0.00001</td>
<td>0.00018</td>
<td>0.00370</td>
</tr>
<tr>
<td>1.3886</td>
<td>0.00229</td>
<td>0.00638</td>
<td>0.02487</td>
<td>0.07151</td>
</tr>
<tr>
<td>1.7358</td>
<td>0.01192</td>
<td>0.023807081</td>
<td>0.063588042</td>
<td>0.14328</td>
</tr>
</tbody>
</table>

(c) BS

<table>
<thead>
<tr>
<th>CDS / K</th>
<th>T = 1</th>
<th>T = 2</th>
<th>T = 5</th>
<th>T = 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.004</td>
<td>1.0141</td>
<td>0.00001</td>
<td>0.00002</td>
<td>0.00032</td>
</tr>
<tr>
<td>1.3886</td>
<td>0.0024</td>
<td>0.00066</td>
<td>0.00241</td>
<td>0.00631</td>
</tr>
<tr>
<td>1.7358</td>
<td>0.00127</td>
<td>0.00237</td>
<td>0.00689</td>
<td>0.01252</td>
</tr>
<tr>
<td>0.02</td>
<td>1.0141</td>
<td>0.00000</td>
<td>0.00008</td>
<td>0.00153</td>
</tr>
<tr>
<td>1.3886</td>
<td>0.00117</td>
<td>0.00323</td>
<td>0.01160</td>
<td>0.02943</td>
</tr>
<tr>
<td>1.7358</td>
<td>0.00630</td>
<td>0.01167</td>
<td>0.02848</td>
<td>0.05881</td>
</tr>
<tr>
<td>0.04</td>
<td>1.0141</td>
<td>0.00001</td>
<td>0.00016</td>
<td>0.00292</td>
</tr>
<tr>
<td>1.3886</td>
<td>0.00231</td>
<td>0.00633</td>
<td>0.02218</td>
<td>0.05414</td>
</tr>
<tr>
<td>1.7358</td>
<td>0.01247</td>
<td>0.02293</td>
<td>0.05471</td>
<td>0.10901</td>
</tr>
</tbody>
</table>
## D.1.2 CVA

### D.2 Up and out call

#### D.2.1 Price

Table D.3: Up and out call prices for multiple maturities ($T$), barrier levels ($B$), strikes ($K$) and asset models

---

Table D.3: Up and out call prices for multiple maturities ($T$), barrier levels ($B$), strikes ($K$) and asset models
Table D.4: Up and out call price differences under with BS2HW

D.2.2 CVA

Figure D.1: The observed relation between CDS premium and resulting CVA for multiple up and out at the money call options of several maturities
Table D.5: Up and out call options for multiple barrier (B), strike (K) levels and three models for CDS of 2%